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Background: Software requirements classification is essential to group Non-Functional Requirements 

(NFR) into several aspects, such as security, usability, performance, and operability. The main challenges 

in NFR classification are data limitations, text complexity, and high generalization needs. Objective: This 

research seeks to create a classification model using a hybrid of BERT and DBN, optimize 

hyperparameters, and improve data representation. Methods: A BERT and DBN-based approach is used, 

where DBN enhances BERT's ability to extract hierarchical features. Bayesian Optimization determines 

the optimal hyperparameters and data augmentation is applied to enrich the dataset variation. The model 

is tested on the PROMISE dataset consisting of 625 data. Results: The BERT-DBN model achieves 95% 

accuracy on the baseline configuration and 94% on the extensive configuration, better than the previous 

model, BERT-CNN. The model shows stability without any indication of overfitting. Conclusion: The 

combination of data augmentation, hyperparameter optimization, and DBN's ability to capture 

hierarchical patterns improves the accuracy of NFR classification, making it more effective than existing 

methods, and is expected to enhance text-based classification for software requirements. 
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I. INTRODUCTION 

 

 In the realm of artificial intelligence (AI), natural language processing (NLP) has emerged as 

a leading discipline focused on text comprehension and analysis [1]. A primary function of NLP 

involves text classification, which entails organizing text into designated categories [2]. Text 

classification is crucial in software engineering, particularly in comprehending and methodically 

prioritizing software requirements. Software requirements are primarily divided into two 

categories: functional requirements (FR) and non-functional requirements (NFR) [3]. It is 

essential to classify requirements to ascertain the system's specification behavior. 

 In previous studies, several approaches have been applied for software requirements 

classification. Research [4] used the NoRBERT model that adapted BERT for two-class 

classification, namely FR and NFRs, both multi-class categorization and of NFRs such as 

usability, security, operability, and performance, with an F1-score reaching 93%. Research [5] 

developed the FNReq-Net framework that combines traditional feature selection with attention 

mechanism for two-class classification, namely FR and NFR and NFR subcategories such as 

scalability and security, which produced an F1-score of up to 91% on the PROMISE and 

PROMISE-exp datasets. Research [6] compared traditional machine learning algorithms, 

including SVM, Logistic Regression (LR), Multinomial Naive Bayes (MNB), and kNN for 

binary classification of FR and NFR. The integration of TF-IDF and LR showed optimal 

outcomes with an F1-score of 0.91 for FR and NFR classification. Research [7] used word 

embedding methods such as Word2vec and fastText, with the most significant outcomes 

attained using fastText, producing an F1 score of 92.8% for FR and NFR classification. In 

addition, research [8] used the SVM algorithm on the extended PROMISE dataset to classify 

two classes, FR and NFR, achieving precision and recall of up to 90%. 

 In the study [9] used the BERT-CNN model for classification, combining BERT for text 

embedding with CNN to capture local patterns, achieving 88% accuracy. However, this model 

is limited in capturing global patterns in long texts and has difficulty in balanced representation 

in categories with limited data. Although previous methods show promising results, NFR 

classification faces challenges related to restricted data and complex texts. The long and 

complex text of software requirements makes it difficult for traditional models to 

comprehensively capture global patterns and relationships between words. To overcome these 

limitations, this study proposes using Deep Belief Networks (DBN) combined with BERT. 

BERT uses self-attention to understand the relationship between words in the text. At the same 

time, DBN can capture hierarchical and non-linear patterns that CNN models cannot capture. 
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This method is anticipated to increase the accuracy of NFR classification by fusing DBN's deep 

feature capture capabilities with BERT's comprehension of text context. 

 A transformer-based approach called BERT (Bidirectional Encoder Representations from 

Transformers) is intended to be able to comprehend textual context using [10], both from the 

left and right sides of words in a sentence [11]. This capability is handy in text analysis that 

requires deep contextual understanding, such as multi-class classification or long texts. Using a 

self-attention mechanism, BERT calculates the relationship between words in a single text 

sequence. This allows for more accurate and efficient semantic representation for complex texts 

and simultaneously captures syntactic and semantic relationships [12], [13].  

 A probabilistic generative model made up of several layers of Restricted Boltzmann 

Machines (RBMs) is called a Deep Belief Network (DBN) designed to extract layer-wise 

features from input data [14]. DBN can capture hierarchical and non-linear patterns [15], [16], 

which allows the model to learn from the deep features generated by BERT. This makes DBN 

an ideal complement to BERT text embedding, especially in dealing with data with complex 

and non-linear structures. In addition, RBM utilizes a probabilistic energy function to model the 

joint distribution of input data, making it possible to capture complex and hierarchical patterns 

[17] from long texts. By integrating the text embedding generated by BERT as input, DBN can 

learn deep features that other methods, such as CNN, cannot capture. The DBN training process 

includes two main stages: pre-training using contrastive divergence (CD) for weight 

initialization and supervised fine-tuning with backpropagation to optimize parameters end-to-

end [18]. 

 This research employs data augmentation methods to enhance data quality [19] and ensure 

adequate representation in each class. The classification results that are produced are greatly 

influenced by the data that was used to train the model. Results will be improved with a bigger 

dataset [20]. This study employs Bayesian optimization to identify the optimal hyperparameter. 

This technique allows efficient exploration of hyperparameters to improve model accuracy and 

efficiency. This research employs stratified k-fold cross-validation with 10 folds to assess model 

performance and mitigate overfitting [21].  

 The purpose of this research is to provide a more precise and trustworthy BERT-DBN-based 

software requirements classification model by grouping software requirements into four main 

categories: Operability (O), Performance (PE), Security (SE), and Usability (US). This study 

utilizes data augmentation techniques to increase data variation and representation, 

hyperparameter optimization using Bayesian Optimization to achieve the best configuration, 

and a combination of BERT in representing text context and DBN's ability to capture 

hierarchical patterns. With this approach, this study is expected to overcome challenges in 
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software requirements classification, such as data limitations, text complexity, and the need for 

models with better generalization capabilities. 

 

II. RESEARCH METHOD 

 This study classifies NFR using the BERT-DBN technique. Figure 1 illustrates the study's phases. 

 

 

Fig 1. Research Stages Flow 

 

The first step is gathering the study's dataset, sourced via the PROMISE Repository [9], which 

is available on GitHub. This dataset has an ARFF (Attribute-Relation File Format) format. This 

dataset consists of 625 data, which include 225 functional requirements with one class and 370 

non-functional requirements with 11 classes. Table 1 displays the distribution of classes. 

Table 1. Distribution of datasets 

NFRS Full Name Amount 

A Availability 21 

L Legal 31 

LF Look and Feel 38 

MN/MT Maintainability/ Maintenance 17 

O Operability 62 

PE Performance 54 

SC Scalability 21 

SE Security 66 

US Usability 67 

FT Fault Tolerance 10 

PO Portability 1 

F Functional 255 

Total  625 

  

 The data extracted from the dataset is cleaned and ready for further analysis during the 

preprocessing phase. Initial data cleaning is a crucial step to ensure data quality and consistency. 

This stage includes converting text to lowercase for consistency, removing excess spaces to tidy 

up the text, and removing special characters such as punctuation and irrelevant symbols [22]. 
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After that, filtration is carried out to ensure that only data from four main classes, namely, "O" 

(Operability), "PE" (Performance), "US" (Usability), and "SE" (Security). Therefore, a filtration 

process is carried out to ensure that only data with these classes is used so that the analysis can 

be more focused on the primary needs. 

 After filtration, the next stage is to perform data augmentation to increase text variation and 

overcome the problem of data imbalance in each class. In Table 1, it can be seen that the initial 

dataset has a varying amount of data in each class. Although there is data from various courses, 

this study focuses on four main classes. Limited data for the four primary classes may make it 

more difficult for the model to identify important patterns, which might lower classification 

accuracy. To overcome this, data augmentation uses the back translation technique, whereby 

new phrase variants with the same meaning are created by translating the text into another 

language and then back into the original language. A model that converts text from English to 

German and back again is used in this study's back translation approach. This process helps 

create sentence structure variations without changing the original text's meaning. In addition, 

the paraphrasing technique is also used, which produces new text with a different sentence 

structure but still maintains its meaning. These augmentation techniques aim to enrich the 

dataset with a wider variety of text, thereby increasing the representation of each class and 

helping the model better generalize existing patterns [23]. 

 After the data is augmented, the next stage is text representation using BERT. In this stage, 

the text in the dataset is transformed into a vector representation using the BERT model [24], 

[25] implemented through the Hugging Face Transformers library. This model utilizes 

tokenizers and BERT models such as bert-base-uncased and bert-large-uncased to generate 

contextual text representations, considering the relationship between words from the left and 

right sides of a sentence. Masked Language Model (MLM) and Next Sentence Prediction (NSP) 

are two key methods used by BERT that enable the model to comprehend the link between 

words and sentences [26], [27]. BERT determines a sentence's word relationships via a self-

attention technique. Mathematically, self-attention is calculated with the following formula 

[28]: 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑄, 𝐾, 𝑉) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑𝑘

) 𝑉
                                            (1) 

Q is the query, K is the key, V is the value, and 𝑑𝑘 is the dimension of the key. This study uses 

two BERT configurations, namely BERT-Base with 12 transformer layers with a hidden layer 

size of 768 dimensions [29], so that the total parameters it has are 110 million, and BERT-Large 

with 24 transformer layers with a hidden layer size of 1024 dimensions [30], which results in a 

total of 340 million parameters.  
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 Using stratified 10-fold cross validation, the enhanced dataset is then divided. The 

augmented dataset of 574 data is divided into 10 balanced folds. Each fold contains 

approximately 10% of the data taken proportionally from each class. This method guarantees 

that the class distribution for each fold is comparable to that of the original dataset [31] so the 

model can be trained and tested fairly in each iteration. In each iteration, nine folds are used for 

training, while one is used for validation. This process is repeated 10 times, with each data used 

as validation data once and training nine times. This process is done to reduce the risk of 

overfitting [32] and ensure that the model is tested on various subsets of the data. Stratified 

cross-validation uses the following formula to divide the data: 

𝑛𝑓𝑜𝑙𝑑 =
𝑁

𝑘

                                (2) 

Where 𝑁  is the total number of data, and 𝑘 is the number of folds.  

 Stratified 10-fold cross-validation is followed by Bayesian optimization to identify the ideal 

set of hyperparameters to improve model performance [33]. Bayesian Optimization is a 

probability-based optimization method that iteratively evaluates new combinations of 

hyperparameters by building a surrogate model, such as the Gaussian Process (GP), that models 

the relationship between hyperparameters and model performance  [34]. This process involves 

an acquisition function, such as Expected Improvement (EI), to select the next hyperparameters 

to be tested. The EI function is calculated using the formula: 

𝐸𝐼(𝑥) = (𝑓(𝑥+) − 𝜇(𝑥))Φ(𝑍) + 𝜎(𝑥)𝜙(𝑍)                                  (3) 

 

Where 𝑓(𝑥+) is the best performance value found, 𝜇(𝑥) is the predicted performance of the 

surrogate model on hyperparameter x, σ(x) is the uncertainty of the prediction, 𝑍 =
𝑓(𝑥+)−𝜇(𝑥)

𝜎(𝑥)

, 

and 𝛷(𝑍) and 𝜙(𝑍) are the cumulative distribution function and standard normal probability 

density. The best combination of hyperparameters is obtained by maximizing the EI value so 

that the model can be trained using the optimal configuration found [35]. In this study, In order 

to train the Deep Belief Network (DBN) model on each fold of the Stratified Cross-Validation 

findings, Bayesian Optimization is used to identify the ideal hyperparameters, including 

learning rate, batch size, number of epochs, and epochs per RBM. 

 Next, the model will be trained using DBN, or the Deep Belief Network approach after 

obtaining the best hyperparameters through Bayesian Optimization. As a generative model, 

DBN [36] consisting of several stacked Restricted Boltzmann Machine (RBM) layers. RBM is a 

two-layer generative neural network [37] consisting of a visible layer, v, and a hidden layer, h. 

Each RBM is tasked with capturing deeper feature representations of the data. Overall, the DBN 

architecture forms a hierarchical structure that composes RBM layers, where each RBM layer 

can capture increasingly complex features in the input data. 
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Fig. 2. Deep Belief Network Architecture 

 Figure 2 illustrates the DBN architecture, showing how the RBM layers are interconnected 

and interact. The DBN architecture shows the RBM layers tasked with hierarchically extracting 

features from the input data. Each hidden layer of one RBM becomes the input for the hidden 

layer of the next RBM, creating deeper representations at each network level. This allows the 

model to learn more complex representations from unstructured data. For the implementation in 

this study, the PyTorch library was used to define the RBM and DBN models and optimize the 

model parameters using the Stochastic Gradient Descent (SGD) algorithm. This model uses 

energy distribution as the basis for its representation, with the energy function defined as [38]: 

𝐸(𝑣, ℎ) = − ∑ 𝑣𝑖𝑏𝑖 − ∑ ℎ𝑗𝑐𝑗 − ∑ 𝑣𝑖ℎ𝑗𝑤𝑖𝑗𝑖,𝑗𝑗𝑖
                                                (4) 

The joint probability between 𝑣 and ℎ is determined by the Boltzmann distribution function 

[39]:  

                                  𝑃(𝑣, ℎ) =
𝑒𝐸(𝑣,ℎ)

𝑍
,     𝑍 = ∑ 𝑒𝐸(𝑣,ℎ)

𝑣,ℎ
                                                       (5) 

 The DBN training process is carried out layer-wise. In the initial training stage, each RBM 

layer is trained unsupervised [40], where the model learns to extract deeper features from 

unlabeled input data. However, in the fine-tuning stage, training is carried out supervised [41], 

and the backpropagation method [42] is used to optimize each DBN layer to reduce prediction 

errors. In the fine-tuning stage, Cross-entropy loss is used to measure prediction errors, which is 

calculated using the following formula: 

ℒ = −
1

𝑁
∑ [𝑦𝑖 log(�̂�𝑖) + (1 − 𝑦𝑖) log(1 − �̂�𝑖)]𝑁

𝑖=1
                                               (6) 

 

Where 𝑦𝑖  is the actual label, and �̂�  is the probability of prediction by the model. This loss 

function is designed to minimize the prediction error by penalizing predictions far from the 

actual value. By combining supervised fine-tuning with unsupervised pre-training, DBN can use 
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BERT's text embedding to efficiently capture non-linear and hierarchical patterns, resulting in a 

classification model with improved accuracy and dependability. 

 

Fig 3. BERT-DBN Architecture 

 The BERT-DBN model's architecture, which combines DBN's capacity to learn hierarchical 

and non-linear patterns with BERT's capacity to produce context-based text representations, is 

shown in Figure 3. The text input is first processed through BERT, which produces three types 

of embeddings: token embeddings to represent words or subwords, segment embeddings to 

indicate relationships between sentences, and position embeddings to include information about 

the order of words in a sentence. These three embeddings are then used as input to the DBN 

model, which consists of two RBM layers. The first RBM captures the initial patterns of the 

data, while the second RBM learns more complex features. To produce a class prediction O, PE, 

SE, or US, the output layer receives the final output from the hidden layer.  This architecture 

makes use of the advantages of both strategies to increase classification accuracy:  BERT's 

comprehension of the text's context and DBN's capacity to identify more intricate patterns 

 After that, a model assessment is carried out to gauge how well DBN performs in 

categorizing the four primary NFR classes. This review uses the confusion matrix to obtain 

many key measures, including accuracy, precision, recall, and F1-Score. The four components 

of the confusion matrix are False Positive (FP), False Negative (FN), True Positive (TP), and 

True Negative (TN). 

Precisionk =
𝑇 𝑃𝑘

𝑇𝑃𝑘+𝐹𝑃𝑘

                                                                              (7) 

Recallk =
𝑇 𝑃𝑘

𝑇𝑃𝑘+𝐹𝑁𝑘

                                                                              (8) 

F1 − Score = 2.
Precision.Recall

Precision+Recall

                                                              (9) 

Accuracy =
∑ 𝑇𝑃𝑘𝑘

∑ (𝑇𝑃𝑘+𝐹𝑃𝑘+𝐹𝑁𝑘+𝑇𝑁𝑘
)𝑘

                                                       (10) 

 

III. RESULT AND DISCUSSION 

 The performance of the classification model on NFRs was evaluated by grouping NFRs into 

four main classes: O, PE, SE, and US. The model used is BERT-DBN, with two main 



INTENSIF, Vol.9 No.2 August 2025 

ISSN: 2580-409X (Print) / 2549-6824 (Online) 

DOI: https://doi.org/10.29407/intensif.v9i2.24637 

INTENSIF: Jurnal Ilmiah Penelitian dan Penerapan Teknologi Sistem Informasi                 203 
 
 

configurations: base and large. Before performing the classification, the researcher carried out a 

data augmentation process to increase data variation and overcomeances by using back 

translation and paraphrasing techniques. The distribution of data before and after augmentation 

is shown in Table 2, which shows an increase in total data from 249 to 574 data, allowing the 

model to learn patterns better. 

Table 2. Distribution after augmentation 

Class Before augmentation After augmentation 

O 62 130 

PE 54 128 

SE 66 154 

US 67 162 

Total 249 574 

             

 Stratified 10-fold cross-validation was used for model assessment to maintain the balance of 

the class distribution for each fold.  As a result, there is less chance of overfitting, and the model 

learns patterns more effectively.  The model was tuned using Bayesian Optimization to get the 

optimal set of hyperparameters that yielded the highest performance during cross-validation.  

Table 3 displays the ideal hyperparameters. 

Table 3. Hyperparameter optimal 

Konfigurasi Hyperparameter Optimal 

Base (lr = 0.001996 , batch_size = 62, epoch=  50, epoch_per_rbm = 22) 

Large (lr = 0.005874, batch_size = 111, epoch =19, epoch_per_rbm = 19) 

 

These optimal hyperparameters are used to train the model using a Deep Belief Network 

(DBN), which can effectively leverage text embedding from BERT to learn hierarchical and 

non-linear patterns. In each cross-validation iteration, DBN is trained with nine folds as training 

data, while the remaining one fold is used as validation data. 

 The confusion matrix, which shows the number of right and wrong predictions for each class 

in the Base and Large model configurations, depicts the model performance assessment 

findings. Figure 4(a) displays the confusion matrix results for the BERT-DBN model with the 

Base configuration. However, Figure 3(b) displays the results for the BERT-DBN model with 

the Large configuration. 

 In Figure 4(a) with the BERT-DBN base model, it can be seen that the model successfully 

predicted the US class with a total of TP of 157 out of a total of 162 data in that class, which 

shows perfect accuracy in this class. However, some prediction errors in other courses, such as 

class O, had 4 data misclassified into the PE class. Meanwhile, in the BERT-DBN Large model, 
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shown in Figure 4(b), the prediction results show a total TP of 152 for the US class, slightly 

lower than the base configuration. 

 Based on Figure 5(a-d), which shows the accuracy and loss graphs of the BERT-DBN Base 

and Large models, it is evident that the validation and training accuracies increase consistently 

as the number of epochs increases until they reach stability at the end of training. The loss 

values for training and validation also show a significant downward trend, with a slight 

difference. This indicates that the BERT-DBN Base and Large models can learn well without 

indicating overfitting or underfitting. 

 Figure 6 compares the performance between the BERT-CNN model from previous studies 

and the proposed model, BERT-DBN, in the Base and Large configurations. The BERT-CNN 

model with the Base configuration shows promising results in all classes, with the highest F1-

Score in the SE class, 0.87, and PE, 0.86. However, in the US class, although it has the highest 

Precision, which is 0.85, the Recall is lower. In the Large configuration, although the F1-Score 

for the US increases to 0.87, there is a decrease in the PE class, where Precision and Recall 

decrease. Meanwhile, BERT-DBN gives better results in both configurations. In the Base 

configuration, BERT-DBN records high Precision and Recall, which is 0.95 for class O, with an 

F1-Score of 0.95, and high F1-Scores for the PE, SE, and US classes. The Large configuration 

shows a slight decrease in Precision for class O at 0.93 and PE at 0.91.  

 Figure 7 illustrates the precision of the comparison between the BERT-CNN and BERT-

DBN models, and it can be seen that BERT-DBN is superior in both configurations. In Base, 

BERT-DBN achieves an accuracy of 0.95, much higher than BERT-CNN, which only records 

0.85. In the Large configuration, although there is a slight decrease in BERT-DBN (0.94), this 

model is still better than BERT-CNN, which only achieves an accuracy of 0.87. This further 

confirms the superiority of BERT-DBN in terms of accuracy compared to BERT-CNN, both in 

the Base and Large configurations. 

 This performance improvement can be attributed to several main factors. First, data 

augmentation has successfully increased the data variation, thus helping the model learn 

patterns better. Second, applying Bayesian Optimization allows the model to find the optimal 

set of hyperparameters, including batch size, number of epochs, learning rate, and epochs per 

RBM. These optimal hyperparameters ensure the model can be trained effectively, resulting in 

higher classification performance. In addition, the ability of DBN to capture hierarchical and 

non-linear patterns in BERT text embeddings significantly contributes to more accurate and 

stable results. With the combination of data augmentation, hyperparameter optimization, and the 

advantages of DBN architecture, the proposed model can provide more precise and balanced 

classification results compared to previous approaches. 
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(a) 

 

(b) 

Fig 4. (a) Confusion matrix results of BERT-DBN Base configuration, (b) Confusion matrix 

results of BERT-DBN Large configuration.  

 

(a) (b) 

 
 

(c) (d) 

Fig 5. (a) BERT − DBNbase accuracy graph , (b) BERT − DBNbase loss graph, (c) BERT −

DBNlarge accuracy graph, (d) BERT − DBNlarge loss graph 
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Fig 6. Performance Comparison of BERT-CNN and BERT-DBN Models 

 
 

Fig 7. Comparison of BERT-CNN and BERT-DBN Model Accuracy 
 

IV. CONCLUSION 

 

 The proposed BERT-DBN model achieved an overall accuracy of 95%, a significant 

improvement over the BERT-CNN model, which only achieved 85% in the Base configuration. 

The model also showed excellent precision and recall across classes, with F1 scores reaching 

0.95 for class O and 0.96 for class US, while the BERT-CNN model only achieved 0.85 and 

0.87 for the same courses. Data augmentation and Bayesian Optimization also contributed 

significantly to the performance improvement, with optimal hyperparameters allowing the 

model to work more efficiently. The Base configuration of the BERT-DBN model showed more 
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stable and consistent performance than the Large configuration, with a slightly higher accuracy 

value of 0.95 compared to 0.94 in the Large configuration. 

 However, this study has some limitations, such as the limited dataset size and only focus on 

four major NFR classes, which may affect the model's generalization. For further studies, 

Checking out the application is advised of this model to larger and more diverse datasets and 

expand the scope of NFR classes to see how the model can adapt to additional complexity. 

Further research can also explore the use of other hybrid architectures, including the application 

of different methods in data optimization and hyperparameters to improve model performance 

in the future. 
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