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Abstract— Background: Recent developments in assistive technologies for the visually impaired have 

increasingly utilized computer vision techniques for real-time distance estimation. However, challenges 

remain in balancing accuracy, latency, and robustness under dynamic environmental conditions. Objective: 

This study aimed to evaluate and compare the performance of OpenCV and Coordinate Attention 

Weighting (CAW) models for distance estimation in blind navigation systems, particularly focusing on 

their effectiveness in real-time scenarios. Methods: A quantitative experimental study was conducted using 

an image dataset labeled with actual distances. The baseline performances of OpenCV and CAW were 

measured and compared. Subsequently, targeted optimizations were applied to the OpenCV model, 

including adaptive image filtering, hyperparameter tuning, and integration of a Kalman filter. Results: 

Initial evaluation showed that CAW achieved a higher baseline accuracy of 88% compared to OpenCV. 

However, after optimizations, OpenCV’s accuracy improved by 15%, reaching approximately 85%. 

Additionally, the optimized OpenCV model demonstrated reduced latency, outperforming CAW in real-

time detection speed. Under varying lighting and motion conditions, OpenCV also exhibited superior 

robustness compared to CAW. Conclusion: The findings suggest that with proper optimization, OpenCV 

can match or exceed CAW in key performance aspects, making it a viable and efficient alternative for real-

time distance estimation in blind navigation systems. Future research should explore further model 

integration and hardware acceleration for deployment in wearable devices. 
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I. INTRODUCTION 

 Significant advancements in assistive technology, particularly in navigation systems for 

individuals with visual impairments, have been driven by the rapid development of artificial 

intelligence and computer vision. As urban environments grow increasingly complex, there is an 

urgent need for effective solutions that support safe and independent mobility for the visually 

impaired. Recent studies have highlighted that object detection and distance estimation are critical 

components of such navigation systems, enabling real-time awareness of surroundings and 

obstacles [1], [2], [3], [4], [5]. Among the various object detection approaches, the YOLO (You 

Only Look Once) framework stands out for its ability to balance speed and accuracy. YOLO is 

designed for single-shot object detection, making it highly suitable for real-time applications like 

blind navigation. Compared to other frameworks such as R-CNN or SSD, YOLOv8—the latest 

version—offers substantial improvements in inference efficiency and prediction accuracy [6], [7], 

[8]. 

 To further enhance the performance of detection and distance estimation, this study integrates 

two additional technologies: Coordinate Attention Weighting (CAW) and OpenCV. CAW 

introduces an attention mechanism that strengthens spatial and channel representations in image 

features, enabling the model to more effectively highlight critical information within an image. 

This is especially valuable in complex or suboptimal environments, such as those with poor 

lighting or cluttered backgrounds [9], [10]. Meanwhile, OpenCV provides a lightweight yet 

powerful library for image processing and computer vision, making it ideal for integrating 

advanced object detection and distance estimation techniques [11], [12], [13]. 

 This research aims to compare the performance of YOLOv8 implementations using OpenCV 

and CAW in the context of distance estimation for blind navigation systems. The primary focus 

is to evaluate the effectiveness of these approaches in terms of accuracy, latency, and robustness 

under varying environmental conditions. A comparative analysis is essential to identify the 

strengths and limitations of each method, offering valuable insights for future development of 

more reliable and effective assistive navigation technologies for the visually impaired [14], [15], 

[16]. The findings of this study are expected to contribute to enhancing the reliability and 

effectiveness of navigation systems for visually impaired individuals, ultimately fostering greater 

independence and mobility.  

 The introduction presents the motivation and significance of the study, as well as an overview 

of the core technologies (YOLOv8, CAW, and OpenCV). The next section reviews relevant 

literature. The methodology section details the design of the comparative experiments. This is 

followed by a results and discussion section that analyzes the findings. Finally, the article 

concludes with insights and future directions. 
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 Recent technological advancements and increased awareness of the needs of the visually 

impaired have significantly intensified research into assistive navigation systems. Numerous 

studies have explored the integration of computer vision and artificial intelligence to support 

visually impaired individuals, with a particular emphasis on object detection and distance 

estimation as foundational elements [17], [18]. A prominent line of research focuses on the 

application of deep learning-based object detection, particularly the YOLO (You Only Look 

Once) family of models. YOLO is widely recognized for its ability to perform real-time object 

detection with high accuracy, making it suitable for time-sensitive applications such as assistive 

navigation. Studies have demonstrated its successful deployment in various domains, 

emphasizing its balance of speed and performance [19], [20], [21]. 

 Building on object detection performance, another stream of research explores attention 

mechanisms to enhance detection accuracy, especially in cluttered or complex environments. 

Coordinate Attention Weighting (CAW), in particular, has emerged as an effective technique that 

embeds spatial information into channel attention. Studies show that CAW improves the model’s 

focus on relevant features, leading to better object localization under challenging visual conditions 

[22]. These advancements are especially relevant for navigation tasks involving dynamically 

changing urban landscapes. 

 In parallel, the use of OpenCV for image processing and computer vision tasks has been a 

recurring strategy in the development of assistive technologies. OpenCV’s extensive library of 

real-time image processing tools allows researchers to efficiently implement preprocessing, edge 

detection, object tracking, and distance estimation techniques. Many implementations have 

combined OpenCV with YOLO models to enhance obstacle detection and navigation accuracy 

for the visually impaired [23], [24], [25], [26]. Another important theme in the literature is the 

evaluation of system robustness across diverse environmental conditions, including variations in 

lighting, object dynamics, and scene complexity. Several studies have highlighted the necessity 

of robust models that can generalize well to unseen environments, as this directly impacts real-

world applicability [27], [28]. Despite these advancements, a clear research gap remains in the 

comparative evaluation of attention mechanisms and vision libraries within the same framework. 

Most existing studies focus on either enhancing object detection accuracy or integrating efficient 

image processing libraries, but few explicitly compare the effectiveness of combining attention-

based enhancements (like CAW) with established toolkits such as OpenCV—particularly in the 

context of distance estimation for visually impaired navigation. 

 This study addresses that gap by directly comparing the performance of YOLOv8 

implementations using Coordinate Attention Weighting and OpenCV in real-world scenarios. The 

novelty of this research lies in its dual focus: (1) evaluating the contribution of attention 
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mechanisms versus classical image processing techniques in distance estimation accuracy, and 

(2) assessing the robustness and latency of both approaches under varying environmental 

conditions. By conducting a side-by-side performance analysis, this study aims to offer practical 

insights into the trade-offs between these two promising enhancements and provide actionable 

guidance for future developments in assistive navigation systems. [29]. 

II. RESEARCH METHOD 

 This project aims to assess how effectively OpenCV and Coordinate Attention Weighting 

(CAW) can be integrated into the YOLOv8 framework to improve distance estimation in a 

navigation system for visually impaired users. The overall research procedure consists of several 

key stages: data collection, preprocessing, model implementation, optimization, and evaluation, 

as illustrated in the flowchart of Fig. 1. 

 

Fig 1. Research Flowchart 

A. Flowchart Explanation 

 The research begins with a defined sequence for enhancing object detection and distance 

estimation using the YOLOv8 model. YOLOv8 (You Only Look Once version 8) is a deep 

learning-based object detection framework that excels in real-time performance and accuracy. It 

detects objects in a single forward pass through the network, making it suitable for assistive 

applications that require immediate feedback. 

Step 1: Data Collection and Preprocessing 

 The dataset comprises objects frequently encountered by visually impaired users, such as 

indoor and outdoor obstacles. These images are annotated and preprocessed—resized, 

normalized, and filtered—to standardize inputs for training. 
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Step 2: Model Configuration 

YOLOv8 is configured to handle object detection and support distance estimation. Two parallel 

enhancement approaches are applied: 

• OpenCV, an open-source computer vision library, is used for preprocessing (e.g., edge 

detection, filtering), object refinement, and stereo-based depth estimation [30]. 

• CAW (Coordinate Attention Weighting), a lightweight attention mechanism, is integrated 

into the YOLOv8 architecture to improve feature representation by embedding positional 

information into the channel attention process [31]. 

B. Data Collection 

 The dataset for this study is sourced from the COCO (Common Objects in Context) dataset, 

which is widely recognized for its extensive variety of labeled objects and contextual diversity. 

Using COCO as the primary dataset ensures that the model is exposed to a realistic array of 

navigation-related objects and scenarios, aligning well with the needs of visually impaired 

navigation systems [21]. 

Specifically, the COCO dataset categories relevant to this study include: 

• Object Categories We have selected classes from COCO that represent typical obstacles and 

navigational elements for visually impaired users. Key categories include: 

o Indoor Objects, walls, doors, staircases, furniture (e.g., chairs, tables), and electronic 

devices (e.g., laptops, TVs). 

o Outdoor Objects, vehicles (cars, buses, bicycles), traffic signs, and pedestrians. 

o Environmental Obstacles, trees, streetlights, and other obstructions that may impact 

safe navigation. 

This curated selection ensures that the model is exposed to critical object categories for robust 

real-world application. 

• Data Annotation: Each image in the COCO dataset comes with detailed annotations, including 

bounding boxes, segmentation masks, and object labels. For this study: 

o Bounding Boxes are prioritized to facilitate object detection tasks within YOLOv8. 

o Labels: The selected COCO categories have been filtered to include only those relevant 

to navigation (e.g., vehicles, stairs) to streamline training and reduce noise. 

The detailed annotations provide high-quality data for training YOLOv8 on distance estimation, 

crucial for accurate model learning. 

• Image Quality and Diversity: COCO images cover a wide range of scenarios with varying 

lighting, weather conditions, and object placements. Specifically: 

o Variations in Lighting: Images include daytime and nighttime scenes, which are essential 

for developing a model capable of operating in different lighting conditions. 
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o Angles and Perspectives: The COCO dataset captures objects from various angles, 

enabling the model to learn from diverse perspectives. 

o Indoor and Outdoor Environments: This diversity ensures that YOLOv8 can adapt to both 

confined indoor spaces and open outdoor spaces, a requirement for reliable navigation 

assistance. 

 By leveraging the COCO dataset’s annotated images and broad contextual variations, this 

study ensures that the YOLOv8 model is trained on data representative of real-world scenarios 

that visually impaired users encounter in their daily lives. This dataset configuration supports 

effective distance estimation and object detection critical to enhancing safe navigation. 

C. Optimization and Improvements 

 OpenCV enhances the visual input using filters that improve edge clarity and remove image 

noise, which is especially important in real-world environments with complex backgrounds. A 

Kalman filter is incorporated for real-time object tracking, providing smoother estimates of object 

positions across frames and minimizing erratic fluctuations in distance calculations. 

To improve OpenCV’s performance, various optimizations were implemented on Fig 2. 

 

Fig 2. Process Improvement OpenCV 

1) Image Processing Filters: OpenCV’s adaptive filters were refined to enhance object edges 

and reduce noise in dynamic scenes. 

2) Kalman Filter Integration: For real-time tracking, the Kalman filter helps smooth out 

erratic detections, providing a steadier input for distance calculations [32]. 

 Kalman Filter Process: 

a) Time Update (Prediction) 

• State Prediction: The state of the system (e.g., position and velocity of an object) 

is projected ahead using the state transition model. 

𝑥𝑘
− = 𝐴𝑥𝑘−1 + 𝐵𝑢𝑘  (1) 
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Where 𝑥𝑘
− is the predicted state, A is the state transition matrix, 𝑥𝑘−1 is the previous 

state estimate, B is the control input model, and 𝑢𝑘is the cotrol input. 

• Covariance Prediction: The error covariance is projected ahead to estimate the 

uncertainty of the state prediction. 

𝑃𝑘
− = 𝐴𝑃𝑘−1 𝐴𝑇 + 𝑄   (2) 

Where 𝑃𝑘
−  is the predicted error covariance, 𝑃𝑘−1 is the previous error 

covariance, A is the state transition matrix, and Q is the process noise covariance. 

b) Measurement Update (Correction) 

• Kalman Gain Calculation: The Kalman Gain is computed, which determines the 

weight given to the measurement update. 

𝐾𝑘 =  𝑃𝑘
−𝐻𝑇(𝐻𝑃𝑘

−𝐻𝑇 + 𝑅)−1  (3) 

where 𝐾𝑘 is the Kalman Gain, 𝑃𝑘
−  is the predicted error covariance, H is the 

observation model, and R is the measurement noise covariance. 

• State Update: The predicted state is corrected using the new measurement. 

𝑥𝑘 =  𝑥𝑘
− + 𝐾𝑘 (𝑧𝑘 − 𝐻𝑥𝑘

−)  (4) 

where 𝑥𝑘 is the updated state estimate, 𝑧𝑘 is the measurement, and 𝐻𝑥𝑘
−  is the 

predicted measurement. 

• Covariance Update: The error covariance is updated to reflect the improved state 

estimate. 

𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘
−   (5) 

where 𝑃𝑘 is the updated error covariance, and I is the identity matrix. 

3) Parameter Tuning: Hyperparameters for OpenCV’s filters and YOLOv8’s training 

parameters were fine-tuned based on validation set performance. 

D. Implementation of Coordinate Attention Weighting (CAW) 

 Coordinate Attention Weighting (CAW) is a mechanism designed to help deep learning 

models focus on important regions of an image by combining positional and channel information. 

In traditional attention modules, spatial and channel-wise contexts are often separated. In contrast, 

CAW encodes direction-aware information into the attention process, improving feature 

representation for small or occluded objects—critical in cluttered navigation environments. 
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Fig 3. Process Integration CAW 

CAW Integration Steps: 

1) Module Insertion: 

CAW modules are inserted into intermediate layers of the YOLOv8 backbone. This 

allows the model to learn to focus on both where and what to look at, by processing 

information across the height and width dimensions separately. 

2) Positional Encoding: 

CAW generates separate attention maps for each spatial dimension. For example: 

• X-direction encoding: captures horizontal context. 

• Y-direction encoding: captures vertical context. 

3) Channel Attention Fusion:  

The spatial encodings are combined with the channel-wise features, enabling the model 

to adaptively emphasize relevant features in both simple and complex scenes 

4) Optimization: 

• CAW parameters (e.g., reduction ratios, kernel sizes) are tuned during training. 

• Loss functions are adjusted to prioritize accuracy in detecting and localizing objects 

critical to navigation (e.g., pedestrians, vehicles, stairs). 

III. RESULT AND DISCUSSION 

 In this chapter, we present the outcomes of the comparative analysis between OpenCV and 

Coordinate Attention Weighting (CAW) as techniques for distance estimation in blind navigation 

systems using the YOLOv8 model. The findings highlight improvements in distance perception 

accuracy, system response time, and overall model robustness. Detailed discussions follow each 

set of results, with a particular focus on the optimizations applied to the OpenCV implementation. 

A. Dataset Overview 

 The dataset used for this evaluation consists of labeled images sourced from the COCO 

dataset, focusing on common objects found in both indoor and outdoor environments, such as 

people, furniture, and vehicles. To ensure a manageable training and testing process while 
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maintaining diversity in object representation, a subset of 1,700 images was selected, as shown 

in Fig. 4. 

 

Fig 4. Dataset Split 

 Each image in this subset includes metadata detailing object distances, which serves as a 

benchmark for assessing distance estimation accuracy. The dataset was divided as follows: 

a) Training Set: 80% of the selected images (1,360 images) were allocated for training 

purposes. This set focused on optimizing the YOLOv8 model and OpenCV’s detection 

and distance estimation parameters. 

b) Validation Set: 10% of the images (170 images) were used for parameter tuning and 

validating both the OpenCV and CAW-enhanced models. This phase ensured that the 

models could generalize well to unseen data during training. 

c) Testing Set: The remaining 10% of images (170 images) were kept as the testing set, 

which was unseen during training. This set provides an unbiased benchmark for 

evaluating the accuracy and robustness of each technique implemented in the study. 

 This structured approach to dataset selection and division enhances the reliability of the results 

and enables effective model training and evaluation. However, to further enhance the validity of 

the performance comparisons, statistical significance tests, such as the t-test or ANOVA, will be 

incorporated in future analyses to assess the differences between the models' performance more 

rigorously. Additionally, visual comparisons of the results can be improved by including error 

bars or confidence intervals for performance metrics such as accuracy, latency, and robustness, 

providing more insightful and statistically sound evaluations. 
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B. Evaluation Metrics 

 The process in Fig 5 explains the steps in rotating three main metrics for the YOLOv8-based 

object detection system, namely Distance Estimation Accuracy (DEA), Detection Latency, and 

Model Robustness. 

 

Fig 5. Process Evaluation Metrics 

 The first step is Load Dataset, which loads the dataset containing images and ground truth data 

for distance. This data is used as a reference in measuring the performance of the model in distance 

estimation. After the dataset is loaded, the process continues to three main paths to emit metrics 

separately: Distance Estimation Accuracy (DEA): In this path, the model predicts the distance for 

each object in the image. The results of this prediction are then compared with the actual distance 

data in the dataset. The difference or deviation between the prediction and the actual distance is 

calculated to emit the model's accuracy in distance estimation. Detection Latency: This path 

measures the time required by the model to detect and estimate the distance of an object. Latency 

is calculated by recording the start time when detection begins and the end time after the detection 

and distance estimation process is complete. The time difference is then used to determine the 

average detection time, which describes the responsiveness of the model. 

 Model Robustness: In the third path, robustness or resilience is tested by introducing various 

variations in environmental conditions, such as changes in lighting or object movement. The 

model is measured based on the percentage of detections that remain accurate amidst these 

changes, which assesses how high your model is in dynamic environmental conditions. After all 

metrics are calculated, the results of this third path are analyzed in the Analyze Results & 

Compare Models stage. In this stage, the results of each metric are compared to assess the 

superiority of each model. 

B. Result 

1) Distance Estimation Accuracy 
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Table 1 illustrates the distance estimation accuracy for both the OpenCV and CAW models: 

Table 1. Distance estimation accuracy for both the OpenCV and CAW 

Model Initial Accuracy Post-Optimization 

Accuracy 

Improvement 

OpenCV 70% 85% + 5% 

CAW 88% 88% 0% 

 The improvement in OpenCV distance estimation accuracy can be mainly attributed to the 

implementation of adaptive image processing filters, which improve edge detection and reduce 

the noise level in the image by 5%. While the CAW model maintains a higher baseline accuracy, 

it is less adaptive to adjustments, especially in dynamic scenes. The integration of Kalman filters 

in OpenCV contributes to stable distance measurements, which is important for real-time 

applications. 

2) Distance Estimation Accuracy 

Table 2 shows the average detection latency for both models: 

Table 2.
 Average Detection Latency 

Model Initial Accuracy Post-Optimization 

Accuracy 

Improvement 

OpenCV 0.26 seconds 0.18 seconds -0.08 seconds 

CAW 0.20 seconds 0.20 seconds 0 seconds 

 OpenCV successfully reduces the detection latency due to optimized parameter settings and 

the implementation of effective image processing filters with a reduction of -0.08 seconds, 

allowing for faster image preprocessing. Although the CAW model shows stable latency, 

OpenCV's adaptability through filter tuning and integration allows it to achieve lower latency, 

making it more suitable for real-time applications. 

3) Model Robustness 

The robustness of each model under varying conditions is depicted in Table 3: 

Table 3. Robustness Model 

Model Consistency Rate 

(Pre-Optimization) 

Consistency Rate 

(Post-Optimization) 

Improvement 

OpenCV 85% 92% + 7% 

CAW 85% 89& + 4% 

 Kalman filter in OpenCV plays a crucial role in maintaining detection stability despite 

environmental fluctuations and can add up to 7% improvement. CAW model, though efficient, 

suffers from dynamic lighting and moving objects due to its rigid attention-based approach. 

OpenCV’s adaptability, supported by real-time tuning, enables improved accuracy in challenging 

scenarios. 
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4) Comparative Summary 

A summary of the comparative analysis of both models is presented in Table 4: 

Table 4. Comparative Model 

Metric OpenCV (Optimized) CAW 

Distance Estimation 
Accuracy 

85% 88% 

Detection Latency 0.18 seconds 0.20 seconds 

Model Robustness 92% 89% 

Summary of Key Findings 

1) Accuracy: CAW maintained a slight advantage in distance estimation accuracy but lacked 

flexibility in adaptable optimization techniques. 

2) Latency: OpenCV demonstrated reduced latency, indicating better suitability for real-

time processing. 

3) Robustness: OpenCV outperformed CAW in dynamic environments due to filter 

integration and hyperparameter tuning. 

4) The key improvements made to OpenCV included: 

5) Image Processing Filters: Enhancements to edge detection and noise reduction filters 

improved object detection accuracy and minimized false positives. 

6) Kalman Filter Integration: This integration provided enhanced stability for real-time 

tracking, significantly reducing erratic behavior in object detection. 

 Parameter Tuning: Hyperparameters were meticulously fine-tuned, including filter thresholds 

and learning rates, which collectively improved overall performance. 

5) Comparison Result 

 Here is an explanation for each chart according to Figs 6, 7 in the context of evaluating and 

comparing the OpenCV and CAW models. 

 

Fig 6. Comparison of Distance Estimation Accuracy and Model Robustness 
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 This graph fig 6 combines two critical metrics: distance estimation accuracy and model 

robustness to compare the performance of three methods: OpenCV (Before), OpenCV (After), 

and CAW. 

1) Distance estimation accuracy measures how accurately the model identifies object 

distances. The graph shows that OpenCV (Before) achieved an accuracy of 70%, while 

OpenCV (After) significantly improved to 85%. The CAW method demonstrated the 

highest performance, achieving an accuracy of 88%. 

2) Model robustness reflects the model's reliability under varying environmental conditions. 

Results indicate that OpenCV (Before) has a robustness of 80%, whereas OpenCV (After) 

increased to 92%, the highest value. Although CAW scored 89% for robustness, slightly 

below OpenCV (After), it still outperforms the initial model. 

 

Fig 7. Comparison of Detection Latency 
 This graph fig 7 focuses on detection latency, which measures the time required for the model 

to detect objects and estimate distances, expressed in seconds. 

1) The OpenCV (Before) method has a latency of 0.26 seconds, the slowest detection time 

among all methods. 

2) OpenCV (After) successfully reduced the latency to 0.18 seconds, showing a significant 

improvement in detection speed. 

3) The CAW method recorded a latency of 0.20 seconds, slightly slower than OpenCV 

(After) but still much faster than OpenCV (Before). 

 Despite the promising improvements achieved through the integration of Coordinate Attention 

Weighting (CAW) into YOLOv8 for object detection and distance estimation, this study has 

several limitations. The COCO dataset, while diverse, may not fully represent the real-world 

environments encountered by visually impaired individuals—such as dim lighting, cluttered 

indoor spaces, or dynamic outdoor conditions—which introduces potential bias in model 

generalization. Moreover, the model does not yet account for unpredictable obstacles or dynamic 
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elements like moving pedestrians or vehicles. These constraints highlight the need for more 

context-specific datasets and real-world testing. Nevertheless, the enhanced accuracy in distance 

perception has practical implications, particularly for developing assistive navigation systems 

embedded in smart devices like glasses or phones. Such systems could deliver real-time audio or 

haptic feedback, empowering users with better environmental awareness and safer mobility, 

especially when integrated with user-centered design and tested directly with visually impaired 

individuals in everyday scenarios. 

IV. CONCLUSION 

 This study demonstrates that targeted optimizations to OpenCV, including image processing 

enhancements, hyperparameter tuning, and Kalman filter integration, significantly improved its 

performance for real-time distance detection in blind navigation systems. The optimized OpenCV 

model achieved a 15% increase in distance estimation accuracy, reaching 85%, closely matching 

CAW’s 88%. Detection latency was reduced from 0.26 seconds to 0.18 seconds, surpassing 

CAW’s 0.20 seconds, and robustness improved to 92%, outperforming CAW's 89% under 

varying conditions. These results validate OpenCV as an efficient and adaptable approach for 

dynamic environments where responsiveness and reliability are essential. 

 Future work could focus on integrating OpenCV with advanced machine learning techniques, 

such as deep reinforcement learning, to enable self-adaptation in diverse environments. Multi-

sensor fusion, combining visual data with LiDAR, ultrasonic, or infrared sensors, may further 

enhance accuracy and robustness, especially in low-visibility conditions. Optimizing 

computational efficiency for deployment on lightweight devices and conducting user-centered 

studies with visually impaired individuals are also essential for improving system reliability and 

usability in real-world applications. 
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