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Abstract— Background: Pineapple is a major agricultural commodity in Indonesia, especially in North 

Sumatra, where increasing demand calls for improved productivity. Although machine learning has been 

widely applied in agriculture, most prior studies on pineapple focus on fruit quality assessment or employ 

complex, less interpretable models, leaving a gap in lightweight and practical approaches for productivity 

classification. Objective: This study aims to evaluate the novelty and effectiveness of the Naïve Bayes 

algorithm in classifying pineapple productivity based on agronomic characteristics, addressing the 

underexplored use of this method for productivity prediction in pineapple cultivation. Methods: A 

descriptive quantitative approach was applied using secondary data from the Labuhan Batu Agricultural 

Extension Center, consisting of 52 records with seven agronomic parameters. The dataset was divided into 

31 training and 21 testing samples, and the Naïve Bayes model was implemented using RapidMiner 7.1, 

with performance measured by accuracy. The small dataset size is recognized as a limitation that may affect 

generalizability. Results: The Naïve Bayes model achieved an accuracy of 86.67%, effectively 

distinguishing between productive and unproductive pineapples and demonstrating its suitability for 

agricultural classification tasks even with limited data. Conclusion: This study highlights the novelty and 

practicality of applying Naïve Bayes for pineapple productivity classification, offering an interpretable and 

computationally efficient alternative to more complex models. Future work should address dataset 

limitations by incorporating larger and more diverse samples and exploring hybrid or ensemble approaches 

to further enhance performance and support precision agriculture. 
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I. INTRODUCTION 

 Most of Indonesia’s population relies on farming as their primary livelihood, making the 

country an agrarian nation [1], [2]. The rapid growth of the global population has led to increased 

food consumption, necessitating advancements in agricultural production to meet demand [3], 

[4]. Over the past two decades, agricultural activities in Indonesia have expanded beyond food 

and crop production to include processing, marketing, and distribution of agricultural products 

and livestock [2], [5]. The agricultural sector remains a primary contributor to the national 

economy by increasing Gross Domestic Product (GDP), supporting national trade, reducing 

unemployment, and supplying raw materials for various industries [6], [7]. 

 Among Indonesia’s agricultural exports, pineapple is a key commodity, particularly in North 

Sumatra. According to the Central Statistics Agency (BPS), pineapple exports in 2019 reached 

236,226 tons, reflecting an increase from the previous year [5]. In 2018, Indonesia was the ninth-

largest pineapple producer globally, with an annual production of 1.39 million tons [4]. Pineapple 

production supports both domestic consumption and export markets, contributing significantly to 

farmers’ livelihoods and the national economy [8], [9]. 

 To address the challenges of food security and sustainability, technological innovation in 

agriculture is essential. Machine learning (ML) has emerged as a transformative tool, leveraging 

big data and high-performance computing to optimize agricultural processes [1], [3], [10]. ML 

models have been widely applied for crop yield prediction, disease detection, resource 

optimization, and automated decision support in farming [7], [6], [9], [11]. Various computational 

approaches, such as neural networks, decision trees, random forests, and ensemble methods, have 

demonstrated success in agricultural applications [9], [12]–[14]. 

 Among these, classification algorithms like support vector machines, Bayesian networks, and 

particularly Naïve Bayes have proven effective in addressing data-driven agricultural challenges 

due to their simplicity, accuracy, and efficiency in handling large datasets [10], [15], [16]. The 

Naïve Bayes algorithm, with its probabilistic foundation and minimal computational 

requirements, is especially suitable for agronomic data analysis and crop classification [10], [15]–

[17]. 

 Machine learning applications in agriculture now include automatic irrigation systems, drone-

based field analysis, crop monitoring, precision farming, animal identification, and health 

monitoring [2], [9], [11], [13]. Data mining, as an integral process in ML, enables the extraction 

of useful knowledge from large agricultural datasets using techniques such as association rules, 

clustering, and classification [6], [7], [11]. The Naïve Bayes algorithm is particularly valued for 

its ability to manage large amounts of agronomic data efficiently, especially when interpretability 

and computational efficiency are required [10], [15], [16]. 
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 However, most research on machine learning and pineapple has primarily focused on fruit 

quality assessment—such as sugar content or ripeness—using nondestructive techniques like 

VIS/NIR spectroscopy or image processing [8], [9], [14]. Studies have also explored growth stage 

prediction and yield estimation using various ML models [9], [12]–[14]. While these approaches 

are important, they often overlook productivity classification, which is crucial for cultivation 

planning and economic output [10], [11]. 

 Moreover, the application of Naïve Bayes for classifying pineapple productivity using 

structured agronomic data remains limited. Most existing studies favor more complex models, 

such as neural networks or ensemble methods, which may lack interpretability or require 

extensive computational resources [9], [12], [13]. Only a few recent works have demonstrated the 

effectiveness of Naïve Bayes in crop classification and recommendation systems, highlighting its 

potential for practical, lightweight decision support [10], [15], [17]. 

 This study addresses this gap by proposing a Gaussian Naïve Bayes-based classification model 

trained on real-world agronomic data from the Labuhan Batu Agricultural Extension Center. By 

utilizing features such as harvest age, fruit size, and yield per cycle, the research evaluates the 

feasibility and accuracy of Naïve Bayes in predicting pineapple productivity. The expected 

outcome is a practical, interpretable decision support tool tailored for pineapple farmers and 

agricultural stakeholders in North Sumatra. 

 

II. RESEARCH METHOD 

This research employed a descriptive quantitative approach, utilizing secondary data collected 

from several pineapple-producing areas in North Sumatra, such as the Labuhan Batu Agricultural 

Extension Center (BPP). The study aimed to classify pineapples based on specific agronomic 

characteristics using the Naïve Bayes classification algorithm. 

 

Fig 1. Research Workflow 



INTENSIF, Vol.9 No.2 August 2025 

ISSN: 2580-409X (Print) / 2549-6824 (Online) 

DOI: https://doi.org/10.29407/intensif.v9i2.24034 

318 INTENSIF: Jurnal Ilmiah Penelitian dan Penerapan Teknologi Sistem Informasi 
 

The research workflow (Fig 1) began with Data Collection, where numerical secondary data 

on seven agronomic parameters harvest age, planting area, fruit diameter, fruit weight, fruit 

length, plant height, and production were gathered from pineapple-producing areas in North 

Sumatra. This raw data was then processed. In the Data Processing phase, the dataset was split 

into training and testing sets. The training data was used to calculate prior probabilities for each 

classification category and likelihood values for each parameter using the Gaussian density 

function. Next, the posterior probability for each sample was computed using Bayes' theorem, 

which integrated the prior probabilities and likelihood values. This calculation led to the 

Classification Decision, where each pineapple sample was categorized as either "productive" or 

"unproductive." Finally, in the Accuracy Assessment phase, the model's performance was 

evaluated using the testing dataset, with key metrics such as classification accuracy and Area 

Under the Curve (AUC) being used to assess the model's effectiveness. 

A. Data Collection 

The data used in this study were numerical, consisting of the following parameters: 

1.  Harvest age (days) 

2.  Planting area (ha) 

3.  Fruit diameter (mm) 

4.  Fruit weight (kg) 

5.  Fruit length (cm) 

6.  Plant height (cm) 

7.  Production (kg) per planting period 

These parameters were chosen for their relevance in determining the productivity of 

pineapples [18]. 

B. Data Processing 

1.  Training and Testing Data Preparation: 

a. The dataset was divided into training and testing sets. 

b. The training data were used to calculate prior probabilities and likelihood values [19]. 

2.  Calculating Probabilities: 

a. Prior Probability: The probability of each classification category was calculated based 

on the training data. 

b. Likelihood Values: For each parameter, the mean and standard deviation were 

computed. The Gaussian density function was used to calculate the likelihood values 

for numerical data [20]. 
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3.  Posterior Probability Calculation: 

Using Bayes’ theorem, the posterior probability was calculated by combining prior probability 

and likelihood values [21]. 

4.  Classification Decision: 

Based on the posterior probability, each sample was classified as productive or unproductive 

[22]. 

C. Accuracy Assessment 

The model’s accuracy was determined by comparing predictions against actual outcomes in 

the testing dataset. Key performance metrics included classification accuracy and the Area Under 

the Curve (AUC) [23]. While the model demonstrated good performance with an accuracy of 

86.67%, it is important to note the limitation of the small dataset size (52 records), which may 

lead to overfitting and reduced generalizability. Moreover, cross-validation techniques such as k-

fold or leave-one-out were not applied in this study to avoid further fragmenting the limited data. 

Future studies are encouraged to incorporate cross-validation to enhance the robustness and 

reliability of the model's evaluation. 

III. RESULT AND DISCUSSION 

A. Data collection 

The pineapple dataset consisted of 52 records, with 31 records allocated for training. Based 

on data processing conducted at the Labuhan Agricultural Extension Center (BPP), the pineapples 

were categorized into two groups: 22 classified as "Yes" and 15 as "No". During the testing phase, 

the dataset was split into training and testing subsets, utilizing the Naïve Bayes algorithm. The 

training data was employed to construct a probability table, while the testing data was used to 

evaluate the established probabilities.  

B. Read Training Data 

The first step taken was to read the training data (table 1) and then group the variables based 

on pineapple classification between discrete data and continuous data [24]. The data obtained 

shows that there is no discrete data and only seven continuous data, including:  

Continuous data  

1.  Harvest duration (days) 

2.  Cultivation area (hectares) 

3.  Diameter of the fruit (millimeters) 

4.  Weight of the fruit (kilograms) 

5.  Length of the fruit (centimeters) 

6.  Height of the plant (centimeters) 

7.  Pineapple yield per planting cycle (kilograms) 
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Table 1. Data Training 

No Type Age of 

Harvest 

(days) 

Planted 

Area 

(rante) 

Fruit 

Diameter 

(mm) 

Fruit 

Weight 

(kg) 

Fruit 

Length 

(cm) 

Plant 

Height 

(cm) 

Pineapple 

Production 

(fruit) 

Productive 

Category 

1 An1 254 8 90,3 1,35 17 99 6480 Ya 

2 An3 285 10 96,1 1,55 22 74 8100 Ya 

3 An4 238 8 87 1 18 97 5200 Tidak 

4 An6 238 8 86,6 1,25 17 96 6500 Ya 

5 An7 392 8 92,9 0,83 18 128 2400 Tidak 

… … … … … … …    

37 An52 254 4 92,6 1,23 17 99 3160 Ya 

 

C. Calculating Probabilities Prior 

Then the second step is to search for classification using the method naïve bayes, namely: 

finding the probability of each pineapple. Predictions of pineapple productivity will be 

determined by two categories (table 2), namely "Yes" and "No". Calculation of probability by 

finding the number of Yes and No data from the total training data, then dividing it by the total 

data [25]. 

Table 2. Prior Probability 

Pineapple Probability 

Probability 

Of No 

31 21 

31/37 21/37 

 

D. Count Likelihood value 

The likelihood for each class is calculated by multiplying the Gaussian probabilities of each 

attribute, following the approach in [26]. Counting steps likelihood: 

1. Calculating Values Mean and Standard Deviation 

The next step that must be taken is to determine the average or mean value and standard 

deviation for each attribute, including: harvest age (days), planting area (ha), fruit diameter (mm), 

fruit weight (kg), fruit length (cm), and pineapple production in one planting period (kg). The 

Gaussian Naïve Bayes algorithm was applied, where the mean and standard deviation for each 

feature were computed for both classes. These statistical parameters were then used to derive 

likelihood values using the Gaussian probability density function. Table 3 and Table 4 present the 
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computed values. Mean (table 3) and standard deviation (table 4) for each category (Yes and No) 

of the seven attributes as follows: 

Table 3. Mean 

MEAN 

 X1 X2 X3 X4 X5 X6 X7 

OF 313,0454 8,2727 90,3 1,2440 17,2409 84,6363 5193,6363 

NO 298,0666 7,7333 88,7866 0,8966 14,7333 90,4 4089,3333 

Table 4. Standar Deviation 

STANDARD DEVIATION 

 X1 X2 X3 X4 X5 X6 X7 

OF 59,5934 2,6935 16,7635 0,1385 1,9335 16,5026 1789,6994 

NO 49,4201 2,6850 4,7755 0,1549 1,8790 19,4157 1439,8981 

2. Prediction calculation with Naïve Bayes with Gaussian Dentity Function 

After obtaining the mean and standard deviation values for each attribute, the next stage is: 

calculating method naïve bayes with the identity formula Gauss (table 5). To classify pineapple 

as productive or unproductive, for example if you know: type of pineapple, harvest age 440 days, 

planting area 11 ha, fruit diameter 96 mm, fruit weight 1.9 kg, fruit length 20 cm, plant height 90 

cm, pineapple production 8900 pieces. 

Table 5. Dentitis Gaus 

 X1 X2 X3 X4 X5 X6 X7 

 

OF 

 

0,005344749 

 

0,145627111 

 

0,091988154 

1,45005E- 

05 

 

0,103680254 

 

0,093176145 

 

0,001104915 

 

NO 

 

0,000918309 

 

0,116180976 

 

0,058354673 

7,96739E- 

10 

 

0,00573091 

 

0,090542171 

 

3,96305E-05 

Using the Naïve Bayes formula, posterior probabilities were computed: 

a. P(Yes) = 9.28 × 10⁻¹⁵ 

b. P(No) = 5.78 × 10⁻²³ 

Since the posterior probability for “Yes” is significantly higher, the sample is classified as 

productive. 

3. Calculating Probabilities Posterior 

 Based on the likelihood values calculated in the previous section, posterior probabilities were 

computed to determine the most likely class for the input sample. The posterior probability for 

the "productive" class (Yes) was found to be 0.999999994, while the probability for the 

"unproductive" class (No) was 0.0000000062, as shown in the formulas above. Since the 
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probability of “Yes” is significantly higher and close to 1, the sample is classified as a productive 

pineapple. This confirms that the model is confident in its classification based on the given input 

values 

𝑃 (𝑋 |𝑂𝑓) =  
9,28486−15 𝑥 10−15  −23

(9,2846 𝑥 10+5,78945 𝑥 10)

= 0,999999994 

 

𝑃 (𝑋 |𝑁𝑜) =
1,18663−15 𝑥 10−21  −23

(9,28486 𝑥 10+5,78945 𝑥 10)

 = 0,0000000062 

4. Finding the Maximum Likelihood Value 

The classification decision is based on the posterior probability values. Since the probability 

for the “Yes” class is 0.999999994, significantly higher than the probability for “No” 

(0.0000000062), the sample is classified as productive. The classified sample corresponds to a 

pineapple with the following attributes: harvest age of 440 days, planting area of 11 ha, fruit 

diameter of 96 mm, fruit weight of 1.9 kg, fruit length of 20 cm, plant height of 90 cm, and yield 

of 8900 fruits. 

E. Analysis of Naïve Bayes with RapidMiner 7.1 

This study utilized RapidMiner 7.1 to validate the accuracy of the Naïve Bayes classification 

algorithm in predicting pineapple productivity. The dataset, obtained from the Labuhan Batu 

Agricultural Extension Center (BPP), was first validated and then processed through a structured 

workflow in RapidMiner, as illustrated in Figure 2. The testing phase assessed the alignment 

between predicted and actual classes to ensure consistency and reliability. 

 

 

Fig 2. RapidMiner  

Based on the evaluation, the model achieved an accuracy rate of 86.67%, indicating strong 

performance despite the relatively small dataset. This supports previous findings that machine 

learning models, including Naïve Bayes, are capable of producing accurate classifications in 
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agricultural domains [16], [15]. Moreover, studies incorporating IoT and machine learning have 

shown promising results in enhancing precision agriculture practices [27], [28]. Exploring hybrid 

models that integrate ML and deep learning can further improve prediction capabilities, 

particularly for crop yield and quality assessments [29], [30], [31], [32]. 

IV. CONCLUSION 

This study demonstrated that the Naïve Bayes classification algorithm is capable of effectively 

classifying pineapple productivity using agronomic features. With an accuracy of 86.67%, the 

model provides a lightweight and interpretable solution suitable for supporting early decision-

making in agricultural practices, particularly for pineapple cultivation in North Sumatra. However, 

the findings must be interpreted in light of certain limitations, including the small dataset size and 

the absence of cross-validation, which may affect generalizability. Future work should consider 

expanding the dataset, integrating validation techniques, and comparing multiple classification 

algorithms to improve robustness. Overall, the research highlights the practical potential of Naïve 

Bayes in agricultural prediction tasks and its value in enhancing data-driven farming strategies. 
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