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Abstract— Background: The research investigates the application of deep learning models for sentiment 

analysis on Twitter data related to Indonesia's Sirekap system. Sentiment analysis is crucial for 

understanding public opinion and enhancing the transparency and reliability of election result recapitulation 

processes. Objective: The objective of this study is to compare the performance of Convolutional Neural 

Networks (CNN) and CNN-LSTM models in analyzing sentiments from tweets about the Sirekap system. 

The study aims to identify the most effective model and preprocessing techniques to improve sentiment 

classification accuracy. Methods: A comprehensive data preprocessing pipeline was implemented, 

including cleansing, case folding, tokenizing, normalization, stopword removal, and stemming. To address 

class imbalance, the SMOTE technique was applied. The models were trained and evaluated using 

accuracy, precision, recall, and F1-score metrics. Pre-trained word embeddings were used to enhance model 

performance. Results: The CNN model achieved an accuracy of 85.90%, outperforming the CNN-LSTM 

model, which achieved 79.91% accuracy. Additionally, the CNN model demonstrated superior precision, 

recall, and F1-score metrics compared to the CNN-LSTM model. The thorough preprocessing and handling 

of class imbalance significantly contributed to the enhanced performance of the CNN model. Conclusion: 

The research emphasizes the effectiveness of deep learning approaches, particularly CNNs, in sentiment 

analysis tasks. The findings highlight the importance of comprehensive preprocessing and class imbalance 

handling. The use of pre-trained word embeddings and various evaluation metrics ensures robust model 

performance. These insights contribute to improving the accuracy and efficiency of sentiment classification, 

thereby enhancing the reliability and transparency of election result recapitulation processes. 
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I. INTRODUCTION 

 Indonesia has conducted many elections since its independence in 1945 [1]. The General 

Election Commission (KPU) is an institution tasked with organizing general elections in 

Indonesia. Based on Law Number 7 Year 2017, the KPU has the duty and authority to organize 

general elections to elect the president and vice president, members of the DPR, members of the 

DPD, and members of the DPRD. KPU determines the permanent voter list, the number of seats 

for political parties participating in the election, campaign time limits, election regulations, vote 

counting procedures, and polling station locations. KPU compiles and determines the 

recapitulation of general election results, and carries out other duties and authorities granted by 

law. KPU is responsible for carrying out its duties and authorities in a professional, transparent 

and accountable manner in order to create clean and honest elections [2].  

 The Recapitulation Information System is called sirekap. Indonesia's General Election 

Commission (KPU) uses this information system to assist in the counting and recapitulation of 

general and regional election results. The system enables the collection of vote data from the 

lowest level to the national level, allowing for a faster, more effective and transparent vote 

counting process. Sirekap helps KPU conduct recapitulation electronically, releasing them from 

reliance on manual processes that can be faulty and manipulated. As a result, Sirekap is expected 

to improve the reliability and accuracy of election results and increase public confidence in the 

integrity of the electoral process [3]. 

 Sentiment analysis, also known as opinion mining, is a procedure that aims to identify and 

categorize the different types of emotions or opinions that users may have in relation to a 

particular service, product, event, or feature. The main goal is to find out whether the opinions 

are positive, negative, or neutral. In this case, the emotions or opinions can cover various aspects, 

such as user satisfaction, product quality, policies, and so on [4], [5], [6]. 

 Deep Learning can be used for sentiment analysis. One commonly used approach is to use 

neural network architectures such as Convolutional Neural Networks (CNN) or Recurrent Neural 

Networks (RNN), especially Long Short-Term Memory (LSTM) or Gated Recurrent Unit (GRU), 

to analyze text and extract relevant features to predict sentiment [7]. Convolutional neural 

networks (CNNs), which are extensively employed in natural language processing domains 

including text classification and sentiment classification, are utilized in this study due to their 

potent feature learning capabilities and feature representation [8]. 

 This research aims to understand the application of sentiment analysis regarding public 

perceptions related to elections in Indonesia, specifically concerning the use of Sirekap by the 

General Election Commission (KPU). The focus of this study is to analyze public sentiment [9], 
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compare CNN and LSTM models with traditional methods, and provide recommendations to 

enhance public trust in the electoral process. The methodology employed includes social media 

data analysis as well as the implementation and evaluation of CNN and LSTM models. 

 The significance of this research lies in its ability to provide insights into the use of deep 

learning in political sentiment analysis. It is expected that the findings will help KPU understand 

public perceptions of technologies like Sirekap, enabling more informed decision-making to 

improve transparency and trust in the electoral process. Additionally, the analysis results can 

provide a foundation for developing policies that are more responsive to public opinion, which in 

turn can strengthen the legitimacy of the electoral process in Indonesia. By offering a better 

understanding of public sentiment, this research has the potential to enhance public trust in both 

technology and the electoral process, which is essential for the stability of democracy. 

 A related study by P.O. Abas Sunarya compared the accuracy of Convolutional Neural 

Networks (CNN) and Naïve Bayes classifier in sentiment analysis of Twitter data. The CNN 

classification model achieved 89% accuracy in the training and evaluation process, and 88% in 

the testing process. However, the Naïve Bayes classification model had an accuracy of 78%. 

These results show that the CNN classification model has better accuracy than the Naïve Bayes 

classification model [10].  

 An investigation carried out by Gusti Agung Mayun Kukuh Jaluwana, In this work, pre-trained 

word embeddings from fastText are used to build Deep Learning models using 1,875 training data 

sets. The Deep Learning approach differs in its ability to forecast public opinion regarding the 

government's initiatives to break the COVID-19 transmission chain. 94.40% accuracy, 94.39% 

precision, 94.40% recall, and 94.39% F1-score were attained via CNN architecture. In the 

meantime, 97.34% accuracy, 97.31% precision, 97.33% recall, and 97.31% F1-score were 

attained by the Bidirectional LSTM Architecture. Because it can handle both short- and long-term 

information bidirectionally and has a forgetting door to identify pertinent information, 

bidirectional LSTM is superior [11].  

 According to research done by Muhammad Dehghani, This work uses deep learning (CNN-

LSTM) and a number of machine learning techniques (Gaussian Naive Bayes, Gradient Boosting, 

Logistic Regression, Decision Trees, and Random Forests) to evaluate sentiment analysis on 

political tweets written in Persian. ParsBERT was used for deep learning and Bag of Words 

(BOW) for machine learning in the classification of the tweets. The evaluation was conducted 

using two datasets from Twitter: one with three classes and the other with seven classes. The 

study's objectives of shortening training times and accelerating model speed were accomplished. 

CNN-LSTM produced the best accuracy, recall, and F1 scores (89%, 89%, and 88%), 
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respectively, on the first dataset. Furthermore, CNN-LSTM obtained the highest ratings for all 

evaluation criteria on the second dataset, with 71% scores for accuracy, precision, and recall [12].  

 Furthermore, research conducted by Sio Journalist Pipin, this research explores public 

sentiment about ChatGPT in Indonesia, especially on Twitter. Using deep learning-based 

sentiment analysis, this research maps diverse opinions about ChatGPT, ranging from praise for 

technological advances to criticism of its potential adverse effects. Data analysis showed 

significant differences between CNN and Fast R-CNN in classifying sentiments from Indonesian 

tweets. The dataset consists of 7,604 tweets with "Positive", "Negative", and "Neutral" 

sentiments. The Fast R-CNN model showed an accuracy rate of 94.5%, higher than the CNN 

model which reached 86%. These findings demonstrate the potential of Fast R-CNN in sentiment 

analysis to unearth deeper nuances from Twitter data in Indonesia, providing a richer 

understanding of people's perceptions of ChatGPT [13]. 

II. RESEARCH METHOD 

 Figure 1 illustrates the study methodology employed at multiple stages. The process begins 

with a literature review, followed by data collection from social media platforms such as Twitter. 

Next, the gathered text is preprocessed, and training datasets are collected and manually labeled. 

Afterward, text vectorization is performed, and a model architecture is built and trained. The best 

model is then evaluated using a confusion matrix. The process continues with data prediction 

using all collected datasets, including the training data, and concludes with the visualization of 

results. 

 

Fig 1. Reseacrh Method 
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A. Collecting Data 

 The data used in this research consists of tweets from the social media platform Twitter, where 

many Indonesians express their opinions about Sirekap. The process employed for data collection 

is data crawling [14]. The keyword used for this research is "Sirekap," and the data was collected 

from December 2023 to January 2024. As shown in Figure 2, the crawling process yielded a total 

of 2,518 tweets, with the dataset containing only the date and the tweet content. 

 

Fig 2. Result of Crawling 

B. Text Preprocessing 

 Text preprocessing in sentiment analysis involves a series of steps designed to clean and 

prepare text data for proper processing by sentiment analysis algorithms [15], [16]. The 

preprocessing stage includes several processes: cleansing, case folding, tokenization, 

normalization, stopword removal, and stemming [17].  

 Firstly, the text is cleansed to eliminate undesired characters, such as symbols, italics, 

punctuation marks, URLs, and other unnecessary special characters [18], [19]. The goal of data 

cleansing is to enhance data quality and facilitate accurate sentiment analysis. Figure 3 below 

illustrates the results of the cleansing process. 

       

Fig 3. Result of Cleansing 

Udah dibilang hp 

gue gak support 

si rekap, masih 

aja diminta jadi 

si rekap terus 

suruh tukeran hp 

sama yg lain. 

Lah? Aneehhh wkwk 

Udah dibilang hp 

gue gak support 

si rekap masih 

aja diminta jadi 

si rekap terus 

suruh tukeran hp 

sama yg lain Lah 

Aneehhh 
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 Case folding is the second step in the preprocessing process. This stage is almost always 

included when preparing text, as inconsistent formatting can pose significant challenges for data 

management and analysis. To address this issue, capital letters are converted to lowercase through 

case folding [20]. Figure 3 below illustrates the results of the case folding process. 

      

Fig 4. Result of Case Folding 

 The Colloquial Indonesian Lexicon dictionary and the INANLP dictionary, accessed through 

GitHub, are critical components of the normalization stage in this research. During this process, 

both dictionaries are incorporated into Python code as data dictionary types. The underlying 

principle of this normalization process is that if each token in the tweet data matches a word in 

the dictionary, it will be converted to its base form [21], [22]. Figure 5 illustrates the results of 

the normalization process. 

       

Fig 5. Result of Normalization 

 

The next step is tokenization, which involves dividing the text into individual words or tokens. 

This process breaks down sentences into smaller components, making text processing easier by 

allowing for the identification of important units (tokens) [23], [24]. Figure 6 illustrates the results 

of the tokenization process. 

       

Fig 6. Result of Tokenization 

 

 

Udah dibilang hp 

gue gak support 

si rekap masih 

aja diminta jadi 

si rekap terus 

suruh tukeran hp 

sama yg lain Lah 

Aneehhh 

 

udah dibilang hp 

gue gak support 

si rekap masih 

aja diminta jadi 

si rekap terus 

suruh tukeran hp 

sama yg lain lah 

aneehhh 

udah dibilang hp 

gue gak support 

si rekap masih 

aja diminta jadi 

si rekap terus 

suruh tukeran hp 

sama yg lain lah 

aneehhh 

 

sudah dibilang hp 

saya tidak support 

si rekap masih saja 

diminta jadi si 

rekap terus suruh 

bertukar hp sama 

yang lain lah 

aneehhh 

sudah dibilang hp 

saya tidak 

support si rekap 

masih saja 

diminta jadi si 

rekap terus suruh 

bertukar hp sama 

yang lain lah 

aneehhh 

 

sudah, dibilang, hp, 

saya, tidak, support, 

si, rekap, masih, 

saja, diminta, jadi, 

si, rekap, terus, 

suruh, bertukar, hp, 

sama, yang, lain, lah, 

aneehhh 
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After tokenization, the next step is filtering, which involves removing stop words and other 

irrelevant words. This strategy focuses on eliminating common words that do not contribute to 

sentiment analysis, thereby emphasizing more significant words. By doing so, we aim to achieve 

more accurate sentiment results [25]. Figure 7 illustrates the results of the filtering process. 

       

Fig 7. Result of Filtering 

The final step is stemming, a process that converts words in a text into their base form, or root 

words [26], [27]. The goal of stemming is to remove various word endings and reduce words to 

their basic form, known as the "stem" or "root." Stemming is commonly used in natural language 

processing to reduce text complexity and facilitate text analysis, such as data retrieval and 

document classification. 

While Porter's algorithm is widely used for English text, the Sastrawi algorithms are the most 

commonly used stemming algorithms for Indonesian [28]. In this research, we will utilize the 

Sastrawi algorithm. Figure 8 illustrates the results of the stemming process. 

       

Fig 8. Result of Stemming 

 

C. Labelling Data 

The lexicon-based labeling method is a technique for sentiment analysis that utilizes a list of 

words (lexicon) with predefined sentiment values to identify sentiment within the analyzed text 

[29]. In this context, the labeling assigns positive and negative values to the text. Afterward, the 

data is filtered to meet specific criteria, eliminating content that lacks diverse viewpoints. As a 

result of this filtering process, 2,077 tweets were obtained that reflect the opinions expressed, with 

a total of 907 positive values and 1,170 negative values. Table 1 below presents the results of the 

manual labeling. 

 

 

 

sudah, dibilang, hp, 

saya, tidak, support, 

si, rekap, masih, 

saja, diminta, jadi, 

si, rekap, terus, 

suruh, bertukar, hp, 

sama, yang, lain, 

lah, aneehhh 

 

dibilang hp 

support si rekap 

si rekap suruh 

bertukar hp  

dibilang hp 

support si rekap 

si rekap suruh 

bertukar hp 

 

bilang hp 

support si rekap 

si rekap suruh 

tukar hp 
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Table 1. Result of Labeling Data 

Tweet Label 

hai warga tedunan pps desa tedunan hadir simulasi 
mungut hitung suara simulasi guna sirekap kpu demak 

positive 

mending lembur kantor main hp bimtek sirekap 
pusing 

Negative 

  

D. Text Vectorization 

 In text processing, text vectorization is the process of converting unprocessed text into a 

numerical format that deep learning models can utilize [30]. This process transforms raw text into 

a representation suitable for deep learning algorithms by using numerical values, which is the 

essence of text vectorization. 

E. SMOTE 

 A technique known as SMOTE (Synthetic Minority Over-sampling Technique) is employed 

to address the issue of class imbalance within datasets. A class is considered imbalanced when it 

has significantly fewer samples than other classes, which can lead to machine learning models 

that tend to overlook minority classes [31], [32]. By using SMOTE in deep learning, we can 

enhance the model's performance on unbalanced datasets and ensure that it makes more equitable 

predictions for minority classes. 

F. Splitting Data 

 Dividing a dataset into different subsets for training and testing machine learning or deep 

learning models is known as data splitting. This is a crucial step in the machine learning workflow, 

as it ensures that the models built can be accurately evaluated and possess strong generalization 

abilities on unseen data.  

 In the scikit-learn library, the train_test_split function is commonly used to randomly split 

the data into training and testing sets. This technique allows you to specify parameters such as 

train_size and test_size to determine the size of these subsets. For instance, if test_size = 0.25, 

25% of the data will be allocated to the testing set, while 75% will go to the training set. 

Additionally, the random_state parameter can be used to ensure the reproducibility of the split, 

and the stratify parameter helps maintain the same class distribution in both the training and 

testing sets [33]. 

G. Model 

 In this research, both CNN and CNN LSTM models will be utilized to determine which model 

achieves the highest accuracy. Convolutional Neural Networks (CNNs) are a type of artificial 

neural network architecture that is particularly effective for processing data with a grid-like 

structure, such as images. CNNs consist of multiple layers that function to extract features from 
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input data through a convolutional process [34], [35]. Figure 9 below illustrates the architecture 

of the CNN model. 

 

Fig 9. Architecture of CNN 

 CNN-LSTM is a combination of Convolutional Neural Networks (CNN) and Long Short-

Term Memory Networks (LSTM) designed to handle data with both temporal and spatial 

properties. This hybrid model is crucial in various applications, such as text analysis, weather 

prediction, and video analysis, where understanding spatial patterns (through CNN) and temporal 

or sequential patterns (through LSTM) is essential [36], [37]. Figure 10 below illustrates the 

architecture of the CNN+LSTM model. 

 

Fig 10. Architecture of CNN+LSTM 
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H. Evaluation and Visualization 

 Evaluation and visualization are crucial steps in the development of machine learning models. 

The bar graph illustrating the before-and-after effects of the SMOTE technique shows the change 

in class distribution before and after data balancing [38]. Splitting the data separates the dataset 

into subsets for training and testing, ensuring the validity and generalizability of the model. The 

performance comparison between CNN and LSTM helps in selecting the model that best fits the 

data and analysis objectives. The confusion matrix provides an overview of the performance of 

the classification model by displaying the number of correct and incorrect predictions [39], [40]. 

To evaluate the performance of the model used in this study, several evaluation metrics commonly 

employed in machine learning and data analysis will be applied. The following are the steps to 

perform the evaluation [41], [42]: 

a. Accuracy: Measures the percentage of correct predictions out of the total predictions. It 

provides an overview of how well the model works. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 

𝑇𝑜𝑡𝑎𝑙 𝑆𝑎𝑚𝑝𝑙𝑒

 

 

b. Precision: Measures the accuracy of positive predictions from the model. This is important in 

cases where the cost of false positives is high. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

 

 

c. Recall (Sensitivity): Measures the ability of the model to detect true positive samples. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

 

 

d. F1-Score: Combines precision and recall into one metric to give a balanced picture of model 

performance. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙

 

  

III. RESULT AND DISCUSSION 

The Deep Learning method is used with the Python programming language and utilizes pre-

trained fastText word embeddings for feature extraction. This research is conducted using Google 

Colab, a cloud-based platform that allows users to write and execute Python code directly in the 

(1) 

(2) 

(3) 

(4) 
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browser. Google Colab provides free access to GPUs, which is highly beneficial for accelerating 

the training process of deep learning models. Additionally, Colab supports various libraries and 

frameworks needed for this project, such as TensorFlow and PyTorch, and facilitates 

collaboration by enabling notebook sharing with colleagues. To ensure the success of the 

proposed model's performance, the evaluation procedure includes dataset training, model 

evaluation, and scoring metrics. 

A. Dataset Labeling 

From datasets that have been labeled positive and negative manually look not comparable. so 

smote is done to resample so that the labeled datasets are comparable. Figure 11 shows the results 

before resampling and after resampling using SMOTE. 

 

Fig 11. Before Resample and After Resample with Smote 

After SMOTE, data splitting is carried out with values of 60%, 70%, 80% and 90%. table 2 

below shows the amount of training data that has been split. 

Table 2. The Amount of Training Data That Has Been Split 

Training 

Dataset 

Label 
Total 

Positive Negative 

60% 702 702 1.404 

70% 819 819 1.638 

80% 936 936 1.872 

90% 1.053 1.053 2106 

B. Evaluation Model 

 Setting the hyperparameter settings for the units, batch size, dropout, and optimizer method is 

the first step in the model testing process. Tables 3 and 4 display the final hyperparameter testing 

results for the CNN Architecture and Bidirectional LSTM. 

Table 3. Hyperparameter of Architecture CNN 

Parameter Score 

Unit 16 

Batch Size 64 

Dropout 0.5 

Optimize Nadam 
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Table 4. Hyperparameter of Architecture LSTM 

Parameter Score 

Unit 16 

Batch Size 64 

Dropout 0.5 

Optimize Nadam 

 To find out the performance the model achieved during training, tests on the test size are also 

conducted. Tables 5 and 6 show the test sizes that were successively tested at 10%, 20%, 30%, 

and 40% on each architecture. 

Table 5. CNN Architecture Test Size 

Test Size Accuracy Precision Recall F-1 Score 

0.1 0.8590 0.8590 0.8590 0.8588 

0.2 0.8291 0.8291 0.8291 0.8352 

0.3 0.8148 0.8148 0.8148 0.8149 

0.4 0.7927 0.7927 0.7927 0.7935 

Table 6. LSTM Architecture Test Size 

Test Size Accuracy Precision Recall F-1 Score 

0.1 0.7991 0.7991 0.7991 0.7906 

0.2 0.7821 0.7821 0.7821 0.7837 

0.3 0.7450 0.7450 0.7450 0.7451 

0.4 0.7714 0.7714 0.7714 0.7708 

 Accuracy, precision, recall, and F1-score outcomes are compared between CNN and 

Bidirectional LSTM Architecture. Figures 12 and 13 depict the models' respective performances, 

which were evaluated using the Confusion Matrix. 

    

Fig 12. Confusion Matrix CNN   Fig 13. Confusion Matrix LSTM 
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 Table 7 demonstrates that the CNN Architecture outperformed the LSTM Architecture, which 

achieved values of 79.91% for accuracy, 79.91% for precision, 79.91% for recall, and 79.06% for 

F1-score. The  CNN Architecture achieved values of 85.90% for accuracy, 85.90% for precision, 

85.90% for recall, and 85.88% for F1-score.  

Table 7. Comparison between CNN and LSTM with 10% data test 

Algorithm  Accuracy Precision Recall F-1 Score 

CNN 0.8590 0.8590 0.8590 0.8588 

LSTM 0.7991 0.7991 0.7991 0.7906 

 CNN architecture performs better than LSTM architecture in training time, averaging 

34.76/sec, and 153.18/sec. In order to predict from the past to the future and from the future to 

the past, LSTM has two LSTM layers. As a result, during the training process, the Bidirectional 

LSTM architecture requires a longer training time 153.18/sec than CNN, which only requires 

34.76/sec. Combining 4019 tokens with Word2Vec 100 dimensions that have already been trained 

yields excellent results in Indonesian. Table 8 showing for comparasion of CNN & LSTM 

Table 8. Comparison accuracy and training time of CNN & LSTM 

Architecture Accuracy Training Time/sec 

CNN 0.8590 34.76 

LSTM 0.7991 153.18 

   

   

IV. CONCLUSION 

 This research explores the use of deep learning models, specifically CNN and CNN-LSTM, 

for sentiment analysis on Twitter data concerning Indonesia's Sirekap system. The study 

highlights the importance of data preprocessing, including steps like cleansing, case folding, 

tokenizing, and stemming, to prepare the text data for analysis. The findings reveal that CNN 

architecture outperforms the CNN-LSTM model in terms of accuracy, precision, recall, and F1-

score. CNN achieved an accuracy of 85.90%, while CNN-LSTM reached 79.91%. The research 

also emphasizes the significance of handling class imbalance through techniques like SMOTE to 

improve model performance. Furthermore, the study demonstrates the effectiveness of the deep 

learning approach in sentiment analysis, supported by the use of pre-trained word embeddings 

and the evaluation metrics used. The CNN model's superior performance and faster training time 

make it a viable choice for future sentiment analysis tasks. 
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 In comparing the CNN and CNN-LSTM models, the results show a significant difference in 

performance, with CNN-LSTM generally being expected to capture sequential dependencies 

better due to its LSTM component. However, in this study, CNN outperformed CNN-LSTM 

across various metrics. This suggests that while LSTM’s capability to retain temporal information 

is theoretically advantageous, the CNN model's architecture and training efficiency make it better 

suited for this specific dataset and task. 

 Additionally, the use of SMOTE (Synthetic Minority Over-sampling Technique) proved 

essential in addressing class imbalance, positively impacting model performance. With SMOTE, 

the model was better able to classify minority classes, leading to more balanced predictions. 

Without SMOTE, the model tended to bias towards the majority class, resulting in suboptimal 

performance, particularly in minority class classification. Therefore, applying SMOTE is crucial 

for improving model accuracy in sentiment analysis tasks involving imbalanced data. 

 Overall, the research provides valuable insights into the application of deep learning models 

for sentiment analysis and the steps involved in preprocessing and evaluating textual data. The 

study underscores the potential of these models to enhance the accuracy and efficiency of 

sentiment classification, contributing to the broader field of natural language processing. 
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