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Abstract—Background: The 2024 Indonesian Presidential Election is ideal for analyzing public 

sentiment on Twitter. Data collection began with crawling from the data source to create a dataset, which 

included 62,955 entries from Twitter, 126,673 entries from IndoNews, and a combined Tweet+IndoNews 

dataset totaling 189,628 entries. Objective: This study aims to explore sentiment using a hybrid model 

integrating Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) methods, with 

feature expansion via Word2Vec optimized by a Genetic Algorithm (GA). Methods: The research 

evaluates the effectiveness of the hybrid CNN-LSTM model in analyzing sentiment from 2024 Indonesian 

Presidential Election tweets, aiming for higher accuracy and deeper insights compared to traditional 

methods. Results: The hybrid CNN-LSTM model, optimized with a Genetic Algorithm, significantly 

enhances accuracy, achieving the highest accuracy of 84.78% for the news data, marking a 3.59% increase. 

Conclusion: This study illustrates the innovative application of a hybrid CNN-LSTM model with 

Word2Vec feature expansion and Genetic Algorithm optimization for sentiment analysis in a national 

election context, demonstrating how advanced techniques can improve accuracy and efficiency in sentiment 

analysis.  
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 I. INTRODUCTION 

  The general election represents a fundamental expression of the people’s sovereignty, 

providing a platform for citizens to assess and select members of the People’s Representative 

Council. It also serves as a means of upholding and distributing the fundamental human rights of 

individuals [1]. Elections in Indonesia have been held since 1955 to elect members of the 

legislature. However, it was not until 2004 that the Indonesian people were given the opportunity 

to directly elect their president [2]. The presidential election is a democratic process designed to 

elect the President and Vice President. This election involves choosing the head of state through 

political parties [3]. 

  Twitter is a social media platform where users frequently share their opinions on products, 

services, celebrities, events, and various other topics of interest. [4]. Social media platforms, 

including Twitter, are widely used for expressing sentiments and play a significant role in political 

campaigns, promoting social and developmental initiatives, and voicing opinions about elections. 

One of the earliest uses of social media for a political campaign occurred during the 2008 U.S. 

election [5]. With the rapid growth of the World Wide Web, people are increasingly using social 

media platforms, with a population of over 250 million, Indonesia has a vast number of social 

media users, making platforms like Twitter significant channels for expressing sentiments and 

influencing political and social discourse [6], [7]. 

  Given its importance in understanding people's thoughts and attitudes, Twitter-based 

Sentiment Analysis (TSA) has garnered significant interest [8]. Sentiment analysis is the 

computational examination of individuals' opinions, attitudes, and emotions toward a particular 

entity[9]. It can also be viewed as a field encompassing machine learning, data mining, natural 

language processing, and computational linguistics, while also integrating elements of sociology 

and psychology [10]. 

  Previous research on sentiment analysis using the CNN-LSTM algorithm showed very good 

performance compared to single CNN and LSTM models, achieving an accuracy of 91% [11]. 

Another study [12] The study revealed that the CNN-LSTM model achieved varying degrees of 

accuracy and F1-Score across different scenarios. Specifically, for split data, it reached an 

accuracy of 74.53% and an F1-Score of 74.29%; for maximum feature adjustment, the accuracy 

was 73.41% and the F1-Score was 73.00%; for feature expansion, the accuracy increased to 

75.34% and the F1-Score to 75.13%; and for hyperparameter tuning, the accuracy was 75.75% 

with an F1-Score of 75.42%. These findings suggest that the CNN-LSTM model outperforms the 

individual CNN and LSTM approaches in several scenarios, particularly in feature expansion and 

hyperparameter tuning. 
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  Additionally, the study demonstrated more accurate feature extraction using the Word2Vec 

and CNN methods. The proposed model achieved an accuracy of 99.07% for the training sample 

and 82.19% for the testing sample [13]. In the study, the use of genetic algorithm optimization 

enhanced the earlier GloVe-LSTM approach, achieving an accuracy rate of 87%. The best 

individual parameters included 111,170, 0.398, and 93, among others, with the highest fitness 

score being 0.8724 [14] A comparison with leading methods in the field showed that this approach 

can achieve an accuracy of up to 96.984%. Additionally, the approach is automated, making it 

user-friendly even for those without in-depth knowledge of CNNs or GAs [15].  

  This research aims to analyze public sentiment regarding the 2024 General Elections in 

Indonesia through social media. To achieve this, a CNN-LSTM hybrid model will be employed 

for sentiment analysis, selected for its proven performance in previous study [12], [16].  The 

CNN-LSTM approach utilizes CNNs for feature extraction and LSTMs for capturing temporal 

dependencies, thereby enhancing sentiment analysis accuracy. The study will also incorporate 

genetic algorithm optimization and Word2Vec feature expansion to improve the model's precision 

and efficiency. While similar techniques have been explored, the innovative integration of the 

CNN-LSTM model with genetic algorithms and Word2Vec in this research is specifically tailored 

to the context of the 2024 elections. This unique combination aims to provide deeper insights into 

political discourse and advance sentiment analysis techniques, offering a more nuanced 

understanding of public opinion. 
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 II. RESEARCH METHOD 

  This section outlines the flow used in the research, which involves several key steps to collect, 

preprocess, and analyze data from Twitter. The research flow can be visualized in Figure 1. 

 

Fig 1. Flowchart Sentiment Analysis System 

A. Crawling Data 

  Crawling is the initial step in data collection from the data source to create a dataset. In this 

study, data is collected from tweets on the Twitter platform related to the election. 62.955 data 

collected using the Python programming language and the Tweet library, with the resulting data 

directly stored in Comma Separated Values (CSV) format. 

B.  Labeling Data 

  Labeling data table 1 is the next step after the crawling process. The collected data will be 

manually labeled to make it easier to classify. The data labels are categorized into three groups: 

positive, neutral, and negative. 
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Table 1. Table labeled data 

Label Quantity 

Positive 21.114 

Neutral 20.644 

Negative 21.197 

C.  Pre-Processing 

  The data collection process through crawling results in unstructured data that often contains 

noise. Therefore, a data preprocessing stage is carried out to reduce the noise level. This study 

applies five data preprocessing stages:  

1. Data Cleaning: 

  At this stage, irrelevant attributes such as symbols, punctuation, numbers, URLs, and missing 

values are removed to improve data quality. The libraries used for this stage are re (Regular 

Expressions) for removing symbols, punctuation, and URLs, and pandas for handling missing 

values. 

2. Case Folding: 

  All text is converted to lowercase to ensure consistency and reduce differences due to 

capitalization. This process can be performed using the str.lower() method in Python. 

3. Stop Words: 

  Insignificant words, such as conjunctions and prepositions, are removed from the text using a 

stop words dictionary. The library commonly used for this stage is nltk.corpus.stopwords from 

the Natural Language Toolkit (NLTK). 

4. Stemming: 

  Words are simplified by removing prefixes, suffixes, infixes, and certain prefix-suffix 

combinations to return the words to their base form. The libraries used for stemming are 

nltk.stem.SnowballStemmer for various languages and Sastrawi.Stemmer specifically for 

Indonesians. 

5. Tokenization: 

  The text is split into separate words or tokens to facilitate further analysis. The libraries used 

for tokenization are nltk.tokenize from NLTK or spacy for more advanced and faster tokenization. 

D.  TF-IDF 

  TF-IDF (Term Frequency–Inverse Document Frequency) is a widely used weighting method 

in information retrieval and data mining [17]. Term Frequency (TF) determines how often a word 

appears in a document compared to the total word count. Inverse Document Frequency (IDF), on 

the other hand, evaluates the importance of a word by considering its occurrence across a set of 

documents [18]. The formula for calculating TF-IDF is: 
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𝑡𝑓 = 0,5 + 0,5 ×
𝑡𝑓

𝑚𝑎𝑥(𝑡𝑓)
  (1) 

ⅆ𝑓𝑡 = log ( 𝐷

ⅆ𝑓𝑡

)   (2) 

𝑤ⅆ.𝑡 = 𝑡𝑓ⅆ.𝑡  ×  ⅈ ⅆ𝑓ⅆ.𝑡   
  (3) 

E.  Word2Vec 

  Word2Vec is a deep learning technique rooted in the fundamental principles of neural 

networks, which serves as a feature expansion method. It incorporates bag-of-words and skip-

gram models, effectively capturing the semantic relationships between words and thereby 

improving accuracy in sentiment classification tasks [19], [20]. 

F. Corpus Similarity 

  Gathering data from Twitter and multiple news outlets in Indonesia, followed by preprocessing, 

will form the corpus. This corpus will then be utilized to create a top-n rank dataset, where entries 

are ranked by their similarities. The top-n rank corpus will subsequently be employed for feature 

expansion [21]. In this research, three corpus (table 2) expansions were performed: Tweet, 

IndoNews, and Tweet+IndoNews, with the goal of extracting additional features to improve the 

machine learning model's performance. 

Table 2. Table data corpus 

Corpus Similarity Quantity 

Tweet 62.955 

IndoNews 126.673 

Tweet+Indonews 189.628 

G. CNN                                                                                        

  The Convolutional Neural Network (CNN), a regularized form of the Multi-Layer Perceptron, 

is classified as a deep feed-forward Artificial Neural Network. CNNs have gained significant 

popularity in recent years, particularly within the deep learning framework, due to their 

effectiveness. These models typically consist of convolutional, pooling, and fully connected 

layers. In the context of text classification (fig. 2), CNN models often employ an embedding layer 

to convert input text into vectors, facilitating more accurate classification outcomes [22], [23], 

[24]. 

 

Fig 2. Simple CNN Structure. 

H. LSTM 

  Long Short-Term Memory (LSTM) is a specialized recurrent neural network (RNN) 

architecture utilized in deep learning. Unlike traditional feedforward neural networks, LSTM 
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incorporates feedback connections, allowing it to maintain and utilize information over extended 

sequences. This capability enables LSTM to preserve important linkages and relevance, even 

when processing very long sequences [25]. LSTM has three main gates [26]. The Forget Gate (ft) 

decides which information should be discarded from the cell. The Input Gate (fig. 3) determines 

which information or input values will be used to update the memory cell. Lastly, the Output Gate 

(Ot) decides which values from the input and memory cell will be output. 

 

Fig 3. Simple LSTM Structure 

I. CNN-LSTM  

  At this stage, the integration of two models, CNN-LSTM, is implemented, and the results are 

compared with the baseline CNN and LSTM models. CNN-LSTM neural network model can be 

effectively used for developing quantitative strategies, leading to higher returns compared to the 

basic Momentum strategy and the Benchmark index [16]. This experiment focuses on text 

classification, particularly in the context of sentiment analysis related to elections, involving 

information from the available tweet data. This approach allows for good adaptability in handling 

various types of inputs, creating a robust and versatile model for sequential information 

processing [12].  When the CNN processes the text features effectively, the resulting output is 

then fed into the LSTM model. In the LSTM model, each neuron, known as a cell, is equipped 

with three key mechanisms: the forget gate, the update gate, and the output gate [27]. 

1 The forget gate determines which information should be discarded from the cell state. 

2 The update gate (often referred to as the input gate) decides which new information should 

be added to the cell state. 

3 The output gate controls what part of the cell state should be output as the current state of the 

cell. 

  These mechanisms allow the LSTM model to manage and update its internal memory, 

enabling it to effectively capture long-term dependencies in the data. 
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J.  Genetic Algorithms 

  Genetic Algorithm is a search technique inspired by natural selection processes, making it 

well-suited for solving complex optimization challenges. This optimization technique is 

employed to search for optimal solutions within a given search space [28], [29]. In GA 

optimization, the process involves several key steps, including Fitness Evaluation, Individual 

Selection, Crossover, Mutation, and subsequent fitness evaluation [30]. 

 

Fig 4. GA Structure 

  In this study (fig. 4), the Genetic Algorithm (GA) process starts with the creation of an initial 

population of candidate solutions. Each solution is evaluated based on its fitness, which indicates 

how well it solves the problem. Solutions with higher fitness are selected to act as parents and 

produce offspring through crossover. These offspring are then evaluated, and the process repeats 

until stopping criteria are met, such as achieving a desired fitness level or reaching a set number 

of iterations. When these criteria are satisfied, the process concludes, and the best solution found 

is chosen as the final result. 

 III. RESULT AND DISCUSSION 

 This study evaluates the effectiveness of a CNN-LSTM hybrid model, optimized using a 

Genetic Algorithm (GA), for sentiment analysis of tweets pertaining to Indonesia's 2024 General 

Election. Various experimental scenarios were conducted to assess the model's performance with 

and without additional features, as well as with different preprocessing techniques. Compared to 

previous research [12], the results show (table 3) that the CNN-LSTM hybrid model, when 

optimized with GA and expanded with Word2vec features, significantly improves sentiment 

analysis accuracy compared to using individual models. 

Table 3. First Scenario: Base Mode 

Split 

Ratio 

 

Accuracy % 

CNN LSTM CNN-LSTM 

90:10 83.81 82.23 81.84 

80:20 83.79 81.88 81.69 

70:30 83.54 81.12 81.34 

60:40 82.66 80.45 80.01 
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  In the first scenario, the primary goal is to determine the optimal data split for testing purposes. 

Several data split strategies are applied, such as a 90% training and 10% testing ratio, along with 

other ratios. This analysis involves examining a table that displays the performance of three 

different models: CNN, LSTM, and CNN-LSTM, focusing on the evaluation of these models' 

prediction accuracy. The conclusion from this scenario (table 4) is that the data split ratio affects 

the models' accuracy, with the 90:10 ratio showing the best performance for the CNN model at 

83.81%. 

Table 4. Second Scenario 

Max Feature 

 

Accuracy % 

CNN LSTM CNN-LSTM 

2000 83.12(-0.82) 82.42(+0.23) 81.55(-0.35) 

5000 83.43(-0.45) 82.89(+0.80) 82.78(+1.15) 

10000 84.27(+0.55) 81.81(-0.51) 82.13(+0.35) 

15000 84.39(+0.69) 81.91(-0.39) 82.08(+0.29) 

20000 83.10(-0.85) 82.49(+0.32) 82.66(+1.00) 

  The results (table 5) indicate that the number of features significantly impacts model 

performance. For the CNN model, the highest accuracy was achieved with 15,000 features. The 

LSTM model performed best with 5,000 features, while the CNN-LSTM model showed the 

highest improvement with 5,000 features as well. This suggests that optimal feature numbers 

differ across models, with 15,000 features being most effective for CNN, and 5,000 features being 

most effective for both LSTM and CNN-LSTM. 

Table 5. Third Scenario 

N-Gram 

 

Accuracy % 

CNN LSTM CNN-LSTM 

Unigram (1, 1) 84.39(+0.69) 82.89(+0.80) 82.78(+1.15) 

Bigram (2, 2) 78.61(-6.20) 82.61(+0.46) 81.01(-1.01) 

Trigram (3, 3) 70.85(-15.47) 81.62(-0.74) 81.83(-0.01) 

Unigram + Bigram (1, 2) 83.91(+0.12) 82.78(+0.67) 82.73(+1.09) 

Bigram + Trigram (2, 3) 78.32(-6.55) 81.66(-0.69) 80.38(-1.78) 

Unigram + Bigram + 

Trigram (1, 3) 

83.49(-0.38) 82.92(+0.84) 82.10(+0.32) 

  In the third scenario (table 6-8), the research focused on implementing TF-IDF to identify N-

Grams, with the goal of achieving the highest accuracy. The conclusion from this scenario is that 

unigrams provide the best accuracy compared to bigrams and trigrams, as well as their 

combinations. 
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Table 6. Forth Scenario CNN 

Rank  Accuracy % 

Tweet News Tweet + News 

TOP 1 84.30(+0.58) 83.75(-0.07) 84.26(+0.54) 

TOP 5 84.32(+0.61) 84.33(+0.62) 84.10(+0.35) 

TOP 10 83.90(+0.11) 84.10(+0.35) 84.46(+0.78) 

TOP 15 84.14(+0.39) 84.02(+0.25) 83.89(+0.10) 

 
 

Table 7. Forth Scenario LSTM 

Rank  Accuracy % 

Tweet News Tweet + News 

TOP 1 82.34(+0.13) 83.02(+0.96) 82.78(+0.67) 

TOP 5 82.83(+0.73) 82.56(+0.40) 83.12(+1.08) 

TOP 10 83.62(+1.69) 82.92(+0.84) 83.26(+1.25) 

TOP 15 82.32(+0.11) 82.73(+0.61) 82.59(+0.44) 

 
Table 8. Forth Scenario CNN-LSTM 

Rank  Accuracy % 

Tweet News Tweet + News 

TOP 1 82.78(+1.15) 82.27(+0.53) 82.56(+0.88) 

TOP 5 82.80(+1.17) 82.32(+0.59) 82.15(+0.38) 

TOP 10 82.17(+0.40) 83.07(+1.50) 82.39(+0.67) 

TOP 15 82.68(+1.03) 83.00(+1.42) 82.42(+0.71) 

  In the fourth scenario (table 9), this study focused on sentiment analysis using tweet, news, 

and their combination (tweet + news) with CNN, LSTM, and hybrid CNN-LSTM models. The 

results indicated that the tweet + news combination performed best across all models at the TOP 

10 ranking, achieving accuracies of 84.46% for CNN, 83.26% for LSTM, and 82.39% for hybrid 

CNN-LSTM. This underscores how integrating diverse corpora significantly enhances sentiment 

prediction accuracy, particularly in analyzing public opinion during events such as elections. 

Table 9. Fith Scenario CNN+LSTM 

Rank  Accuracy % 

Tweet News Tweet + News 

TOP 1 83.80(+2.29) 84.78(+3.59) 84.60(+3.37) 

TOP 5 84.21(+2.90) 84.37(+3.09) 84.01(+2.65) 

TOP 10 83.51(+2.40) 83.35(+1.84) 83.23(+1.70) 

TOP 15 83.49(+2.02) 83.46(+1.98) 83.17(+1.63) 
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  In the final scenario, the experiment aimed to enhance accuracy by using a Genetic Algorithm 

(GA) with the hybrid CNN-LSTM model. The results show that the integration of GA 

significantly improved the accuracy across different corpus rankings. Specifically, the news 

corpus achieved the highest accuracy increase at TOP 1 with a +3.59% improvement, followed 

by the combined corpus (Tweet + News) with a +3.37% improvement. The tweet corpus also 

showed a substantial improvement at +2.29%. Similar trends were observed at other ranking 

levels, with the news corpus consistently outperforming the others. The combined corpus also 

showed notable improvements, though slightly less than the news corpus. Overall, the use of GA 

with the CNN-LSTM hybrid model significantly enhanced the accuracy of sentiment analysis, 

particularly when using the news corpus (table 10). 

Table 10. Statistical Significance Tests in Various Scenarios 

 
S1→S2 S2→S3 S3→S4 S4→S5 S1→S5 

Z-Value 6.658 nan 1.872 2.630 3.575 

P-Value 2.771 nan 0.061 0.008 0.003 

Significant? TRUE FALSE FALSE TRUE TRUE 

  The study assessed the significance of accuracy changes in each scenario using Z-values and 

P-values for statistical testing. Changes were considered highly significant if Z-Value > 1.96 and 

P-Value < 0.01, significant if Z-Value > 1.96 and P-Value < 0.05, and insignificant otherwise. 

Table 1 presents the statistical significance test results for all scenarios. According to the table, 

changes in scenarios S2→S3 and S3→S4 did not exhibit statistically significant improvements 

as their Z-Values and P-Values did not meet the significance criteria (Z-Value > 1.96 and P-Value 

< 0.05). However, changes from scenarios S1→S2, S4→S5, and S1→S5 showed significant 

improvements with Z-Values and P-Values indicating statistical significance. This indicates that 

these transitions between scenarios can significantly enhance performance based on the given 

confidence level and criteria. This research underscores the importance of employing hybrid 

models and feature optimization in social media sentiment analysis. By leveraging relevant data 

and appropriate feature extraction techniques, models can effectively capture sentiment and 

provide more accurate insights. In the context of the 2024 General Election, this approach can be 

instrumental in understanding public opinion and evolving political dynamics, offering a valuable 

tool for researchers and policymakers. 

 IV. CONCLUSION 

  This study evaluates a CNN-LSTM hybrid model optimized with a Genetic Algorithm (GA) 

for sentiment analysis of 62,955 tweets related to Indonesia's 2024 Presidential Election. Using 
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expanded corpora—Tweet (62,955), IndoNews (126,673), and combined (189,628)—the CNN 

model achieved 83.81% accuracy with a 90:10 split. Optimal feature counts were 15,000 for CNN 

and 5,000 for LSTM/CNN-LSTM. Unigrams outperformed bigrams/trigrams, and combining 

tweet and news data improved sentiment prediction, with GA-optimized CNN-LSTM reaching 

84.78% accuracy (+3.59%). While effective, limitations include dataset scope, timeframe 

constraints, overlooked sentiment nuances, election-specific results, and model complexity, 

suggesting further refinement. 
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