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Abstract— Background: The Village Fund is an initiative by the central government to promote 

equitable regional development. However, it has also led to corruption. Many Indonesians share their 

opinions on the Village Fund on social media platforms like X, and news coverage is extensive on portals 

like detik.com. Objective: This study aims to classify data from social media and news coverage to enhance 

understanding. Methods: The research improves the decision tree algorithm by integrating other algorithms 

and techniques such as XGBoost and SMOTE. Ensuring high accuracy is vital for the credibility of machine 

learning classifications among the public. The study uses two different datasets, necessitating varied testing 

approaches. For the news portal dataset, a single test with seven labels is conducted, followed by 

enhancement with XGBoost. The X dataset undergoes two tests with datasets of 1200 and 3078 entries, 

using three labels. Conclusion: The evaluation results indicate that the highest accuracy achieved with the 

news portal data was 82%, thanks to a combination of decision tree algorithms with various parameters and 

the balancing effect of SMOTE. For the Twitter dataset with 3078 entries, the highest accuracy reached 

95%, attributed to the application of ensemble techniques, particularly boosting. 
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 I. INTRODUCTION 

  Village funds provide an opportunity for rural development and the economic empowerment 

of communities. This involves training and marketing local crafts, developing livestock and 

fisheries businesses, and promoting tourism through the Village-Owned Enterprises (BUMDES) 

[1]. In the planning stage, the utilization of village funds tends to align with programs outlined in 

the village head's plan [2]. Financial management in the village encompasses planning, execution, 

record-keeping, reporting, and accountability [3]. Based on research findings, direct community 

oversight of Village Fund Allocation (ADD) management is limited. This is due to a lack of 

understanding among the community members regarding the ADD program, necessitating public 

awareness campaigns and transparent fund utilization [4]. 

  However, challenges arise in preparing village financial reports, mainly stemming from a lack 

of human resources capability, absence of guidelines, and insufficient training. The low 

accountability in ADD financial administration has become a corruption target by village heads 

and officials [5]. Previous research also discusses the management and supervision of village 

funds, including studies on the role of the Village Consultative Body (BPD) [6]. community 

empowerment through Village-Owned Enterprises (BUMDES) [7]. formulation and approval of 

village regulations, and performance monitoring of village heads [8]. 

  News related to Village Funds is often highlighted on news portals. In this study, the news 

portal used for data collection is detik.com. According to similarweb.com, detik.com is ranked 

second in terms of the most visited websites, with 145 million visits. Data for this research is 

gathered using web scraping, an automated method for extracting information from websites [9], 

[10]. The use of web scraping techniques was also carried out by previous researchers, including 

applying web scraping to search media and automatically saving scientific articles based on 

keywords [11]. and web scraping with sentiment analysis on news [12]. Implementation of web 

scraping and sentiment analysis on news by [13].  

  The collected data, labelled manually, will be processed using the Decision Tree algorithm, 

which is one of the classification algorithms using the tree structure representation [14], [15] to 

determine the status of village fund allocations. Classification using decision trees involves 

constructing a decision tree that tests attribute decision nodes and produces branches directed to 

other nodes until a decision is reached [16]. 

  The use of the decision tree algorithm has also been done by previous researchers in 

classification, including a study by [17] classifying tweets about COVID-19, using the 

DECISION TREE, obtaining an accuracy of 70.13%, then improving with ID3 to achieve 88.82% 

accuracy. Then [18] improved the DECISION TREE using bagging and achieved an accuracy of 
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97% on the breast test set. Decision tree [19] was also used to classify the Heart dataset and 

achieved an accuracy of 90.8%. Based on these studies, this research uses the decision tree to 

classify village funds in news portals and uses Twitter datasets with two different dataset sizes. 

  In addition to using data from news portals, this research also incorporates data from Twitter. 

This data is subjected to preprocessing and word weighting using TF-IDF. After weighting the 

data, the next step involves modeling with the decision tree algorithm. The initial data, which was 

preprocessed earlier, has not undergone data balancing. The need for data balancing is crucial to 

ensure that the generated model does not misclassify and produces a high level of accuracy. 

Furthermore, this study employs the fusion method, namely ensemble. The ensemble algorithm 

utilized is the XGBoost algorithm. XGBoost is an enhancement of gradient tree boosting based 

on ensemble algorithms, effectively addressing large-scale machine learning cases [20]. The 

XGBoost method is chosen for its additional features that expedite computation and prevent 

overfitting [21]. XGBoost is capable of handling various classification, regression, and ranking 

scenarios. XGBoost is used on Twitter data, and the same method is also applied in this research 

to improve accuracy on news portal datasets. 

 II. RESEARCH METHOD  

  This study focuses on enhancing the decision tree algorithm while considering previous 

research as a reference for improving accuracy. Table 1 outlines the methods employed to enhance 

machine learning algorithm accuracy. 

Table 1. Method For Improving Machine Learning Algorithm Accuracy 

No Research Methods for Accuracy Improvement  

1 [22] Feature Selection: Chi-square, Univariate, and Information Gain 

2 [23], [24] ensemble method: Voting, Boosting, Stacking, And Bagging 

3 [25], [26] hyperparameters: Grid Search, Random Search, Bayesian Optimization, 

GA, PSO 

4 [27] Minimizing Overfitting: K fold Cross Validation 

5 [28] SMOTE 

6 [29] Feature Extraction: Bag of Word (BoW), TF-IDF 

  In Table 1, various methods for enhancing accuracy in machine learning are highlighted. Table 

2 provides details on methods previously utilized to improve the decision tree algorithm. 

Table 2. Increasing Accuracy in the Decision Tree Algorithm  

No Research Methods for Decision Tree Accuracy Improvement 

1 [30] Boosting, K Fold Cross Validation, dan CART model 

2 [31] Improving algorithm based on neural network decision tree (ADT) 

3 [32] Adaboost 

4 [33] T3C 

5 [34] MSD-Splitting 
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In Table 2, various algorithms and methods are presented for improving the accuracy of the 

decision tree algorithm. This study employs boosting to enhance accuracy in the news portal 

dataset with 7 labels. Additionally, for the Twitter dataset, the SMOTE method is utilized to 

balance the data. To further improve accuracy, ensemble techniques are applied by combining 

decision tree with XGBoost on data with 3 labels. 

 
 

 

Fig 1. Research Flow for Improving the Decision Tree Algorithm 

 

  Figure 1 illustrates the workflow of the research conducted to enhance accuracy in the decision 

tree algorithm. The dataset for this study is sourced from two distinct platforms: news portals and 

Twitter, denoted as X. The initial stage of this research involves data collection using web 

scraping techniques, which extract information from predefined websites. Through web scraping, 

data such as titles, summaries, dates, and links can be obtained from the web. The selected website 

for data collection is detik.com, focusing on news related to Village Funds. The data extraction 

process involves all pages of news related to Village Funds. Once the process on the first page is 

completed, it continues to subsequent pages until all relevant articles or 'articles' are exhausted. 

The web scraping process has been executed, resulting in a dataset of 3,500 entries. 

  Data collection from social media for this study is performed through the drone emprit 

academy portal. From this portal, 1,200 data points were collected in January 2023, followed by 

an additional 3,078 tweet data points in March 2023. The chosen topic from the drone emprit 

academy portal is related to Village Funds. After obtaining the data, the next step is to label the 

news portal dataset manually by reading article titles. The labeling phase is a crucial part of 

continuing the research process. The labeling process uses 3,500 data samples with 7 labels: 

Planning, Economic, Corruption, Education, Development, Health, and Tour. Expert verification, 

utilizing language and economic experts, is employed for label determination. 

  Subsequently, labeling for the social media X dataset is done using a lexicon-based approach. 

Lexicon-based labeling relies on a predefined dictionary or list of words. This research has its 
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lexicon of words labeled as positive, negative, and neutral. Lexicon-based labeling is chosen for 

its ease of implementation and interpretation, requiring no machine learning. After the labelling 

phase, the data enters the text preprocessing stage, preparing the data by cleaning it before further 

analysis. Text preprocessing involves data cleaning, case folding, tokenizing, filtering, streaming, 

and data transformation (label encoder). 

  The next step involves word weighting using TF-IDF (Term Frequency-Inverse Document 

Frequency), a calculation of word weights after the preprocessing stage. TF-IDF measures how 

important a word (term) is in a document and corpus. The TF-IDF method combines two 

concepts: the frequency of a word's occurrence in a document and the inverse frequency of 

documents containing that word. There are formulas used to calculate TF-IDF weights. Term 

Frequency (TF) is calculated first, with a word weight of 1. The IDF value is then formulated in 

the equation. 

 III. RESULT AND DISCUSSION 

  The first step involves conducting experiments on the dataset with 7 labels. Figure 2 provides 

a visualization of the dataset after manual labeling. 

 

Fig 2. Visualizes Bar Chart 

Figure 2 displays the distribution of data across each label. Planning emerges as the most 

prevalent label, comprising 746 instances, followed by the economic category with 749 instances, 

corruption with 598 instances, education with 514 instances, development with 475 instances, 

health with 230 instances, and tourism as the least represented label, amounting to 130 instances. 

The total data count across all labels aligns with the sample size of 3500 data points. Upon the 

completion of this labeling phase, the next step involves data preprocessing. 

The classification results for the 7 labels using the news portal dataset are obtained through 

the decision tree classification method. Decision tree is a classification method that makes 

predictions based on a set of rules represented as a tree structure. In the initial stage, module 
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importation is carried out. This decision tree model utilizes two parameters: criterion='gini' and 

criterion='entropy'. It employs max_depth=40, determining the maximum depth of decision tree 

nodes, and random_state=32, ensuring result consistency to prevent variations upon rerunning the 

process. 

After determining the parameters, the decision tree model is trained using the 'fit' method, 

where 'X_train' represents the training data, and 'y_train' is the subset of labels corresponding to 

the training subset. By invoking fit (X_train, y_train), the training subset is used to train the 

decision tree model, allowing it to learn decision rules from the features and labels in the training 

data. Once the model has acquired knowledge from the data, it proceeds to predict on the test 

subset 'X_test'. Upon obtaining accuracy results, a tree is constructed as part of the data processing. 

Figures 3 and 4 present the resulting trees based on the specified parameters. 

 

 

Fig 3. Tree Parameters Gini Index 

 

Fig 4. Tree Parameters Entropy 
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Subsequently, the Gradient Boosting method in machine learning is employed to construct a 

robust predictive model by combining simple predictive models using decision trees to rectify 

errors from previous predictions. In the Gradient Boosting model, parameters such as 

'max_depth=7' function to control the maximum depth of decision tree nodes, and 

'random_state=32' ensures the consistency of the generated model when the code is rerun. 

The next step involves analyzing the 'gbc_clf' object using the appropriate parameters and 

training the model on the training data using the '.fit()' method. 'X_train' represents the matrix 

with training data examples, while 'y_train' is the target vector with corresponding labels in the 

training examples. The Gradient Boosting model sequentially builds trees and corrects prediction 

errors by learning from 'X_train' and target 'y_train' to make predictions on the data. 

The final stage in this research process is model evaluation with the aim of ensuring that the 

constructed model aligns with the predetermined objectives. Model evaluation is conducted to 

determine the performance of the model using the previously established gini index and entropy 

parameters. The study conducts four comparative experiments with 90% training data and 10% 

test data, 80% training data and 20% test data, 70% training data and 30% test data, 60% training 

data and 40% test data. Figures 4.24 and 4.25 depict the model evaluation comparison with 90% 

training data and 10% test data using the gini index and entropy parameters. 

With the accuracy values derived from all model comparisons using the gini index and entropy 

parameters, the model with a 90% training data and 10% test data comparison using the gini index 

parameter has the highest accuracy, reaching 53% or 0.5343. Table 3 presents the results of each 

comparison data.  

Table 3. Result Comparison 

Model/ 

Parameters 

Splitting Data Accuracy Precision Recall F-1 Score 

 

 

Gini Index 

60:40 50 61 45 48 

70:30 52 65 45 48 

80:20 53 66 46 48 

90:10 53 55 41 43 

 

 

Entropy 

60:40 49 61 45 48 

70:30 49 57 44 47 

80:20 50 57 44 47 

90:10 52 52 43 44 

 

With the accuracy results obtained from the four model comparisons, additional testing will 

be conducted using the Gradient Boosting algorithm to further enhance accuracy. Table 4 presents 

the testing results using the Gradient Boosting algorithm. 
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Table 4. Comparison of Data Splitting for Decision Tree Using Gradient Boosting  

Splitting Data Result 

90:10 58.28% 

80:20 53.85% 

70:30 55.42% 

60:40 54.07% 

The best result obtained in testing using Gradient Boosting was for the 90% training data and 

10% test data split, achieving an accuracy of 58.28%. The accuracy obtained using the Gini index 

and entropy parameters has not been able to address the issues encountered, even with the use of 

boosting techniques. Data imbalance might be the problem in this experiment. Therefore, this 

research attempts to add another parameter, namely presort, and then applies another ensemble 

technique, which is the voting technique. The type of voting used is soft voting. Soft voting is an 

ensemble learning method used in machine learning to improve prediction performance by 

combining the prediction results of several models [35]. In soft voting, the final prediction is 

based on the prediction probabilities generated by each model, rather than on the majority result 

[36]. The following is a combination of tree algorithms with several parameters. 

 

Fig 5. Combining Decision Trees with Different Parameters Using Soft Voting Techniques 

From the model in Figure 5, SMOTE is also added to address the issue of class imbalance. 

Table 5 presents the performance results of combining decision trees with various parameters 

using the soft voting technique. 

Table 5. Hasil Soft Voting+SMOTE 

Model Splitting Data Accuracy Precision Recall F-1 Score 

 

 

Soft Voting 

60:40 80% 81% 80% 80% 

70:30 82% 81% 82% 81% 

80:20 81% 81% 81% 81% 

90:10 80% 80% 81% 80% 

The results in Table 5 show that the use of soft voting and SMOTE significantly improves the 

performance of this soft voting model. Subsequent testing involves data from social media X with 

a total of 1200 data. The testing results yield good accuracy without the need for data balancing. 
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However, after implementing the data balancing method, namely SMOTE, the accuracy decreases. 

Table 6 presents the accuracy results obtained using a dataset with 1200 entries. 

Table 6. Comparison Result on the Twitter Dataset with a Total of 1200 Records  

NO Model Amount of Data Accuracy 

1 DECISION TREE 1200 75% 

2 DECISION TREE+SMOTE 1200 54% 

 

Table 6 provides information regarding the performance of two experiments conducted, 

namely with Decision Tree and Decision Tree with SMOTE. The Decision Tree achieves an 

accuracy of 75%, while the Decision Tree with SMOTE experiences a decrease in accuracy, 

reaching 54%. This occurs because SMOTE creates new samples by combining data from existing 

minority classes. If the creation of synthetic samples is inaccurate or does not represent the true 

distribution of the minority class, it can lead to poor generalization of the model to actual data. 

The experiment was conducted with 1200 data using a 70:30 data split. 

The following are the classification results using four experiments: with the decision tree 

algorithm alone, then decision tree using smote for data balancing. Additionally, this research 

employs ensemble techniques by adding another algorithm, namely XGBoost, applied to decision 

tree and decision tree + Smote. 

Table 7. Comparison Result on the Twitter Dataset with a Total of 3078 Records 

NO Model Amount of Data Accuracy 

1 DECISION TREE 3078 79% 

2 DECISION TREE+ Smote  3078 45% 

3 DECISION TREE+SMOTE+XGBoost (ensemble) 3078 95% 

4 DECISION TREE+XGBoost (ensemble) 3078 84% 

Table 7 reveals that the SMOTE method has not yet improved accuracy; instead, it has 

decreased accuracy compared to the basic algorithm. The Decision Tree achieves an accuracy of 

79%, while the Decision Tree + Smote experiences a decrease in accuracy, reaching 45%. 

Unexpectedly, the use of Decision Tree + Smote + XGBoost significantly increases accuracy to 

95%. Without using Smote, this accuracy decreases to 84%. The accuracy comparison with 

previous research is presented in Table 8 below. 

Table 8. Comparison With Previous Research  

NO Researcher Accuracy Improvement Accuracy 

1 [37] - 86% 

2 [38] Testing with different data amounts 92% 

3 [39] SMOTE 88% 

4 [40] Ensemble with voting technique (Decision Tree, Naïve 

Bayes, and Random Forest) 

93% 

5 [41] Testing with different data splits 77% 

6 This Study SMOTE and boosting 95% 
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From several studies in Table 8, it is evident that this study excels in accuracy, reaching 95%. 

Meanwhile, previous research in Table 8 shows only 93%, indicating a 2% increase. 

 IV. CONCLUSION 

  Based on the discussions conducted, the use of a dataset with 7 labels and the Decision Tree 

algorithm resulted in a suboptimal accuracy of 53%. Although there was an improvement when 

employing Gradient Boosting, the increase was only 5%, reaching 58%. After conducting the 

testing process using SMOTE and soft voting, the result increased to 82%. 

  Furthermore, when using 3 labels (positive, negative, and neutral), the research achieved 

relatively good accuracy. However, the use of SMOTE with the Decision Tree algorithm alone 

experienced a significant decrease. For the dataset with 1200 entries, there was a reduction of up 

to 21%, while for the dataset with 3078 entries, a substantial decrease of 34% was observed. 

Nevertheless, when XGBoost was added to the Decision Tree, there was an increase of 5% from 

the base algorithm. The performance of the Decision Tree algorithm also improved when SMOTE 

was added, achieving a 16% increase. From the various experiments conducted, it is evident that 

the fusion method used in the research can enhance accuracy, whether with 7 labels or 3 labels. 

  Future research should focus on exploring other ensemble techniques such as voting, stacking, 

and bagging. Additionally, employing hyperparameter tuning is necessary to automate the search 

for the best parameters and enhance accuracy. Furthermore, testing with new data using a 

graphical user interface (GUI) is crucial to streamline the classification process. 
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