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Abstract— This paper introduces a knowledge discovery approach focused on comparing topic modeling 

techniques within the realm of digital health research. Knowledge discovery has been applied in massive 

data repositories (databases) and also in various field studies, which use these techniques for finding 

patterns in the data, determining which models and parameters might be suitable, and looking for patterns 

of interest in a specific representational. Unfortunately, the investigation delves into the utilization of Latent 

Dirichlet Allocation (LDA) and Pachinko Allocation Models (PAM) as generative probabilistic models in 

knowledge discovery, which is still limited. The study's findings position PAM as the superior technique, 

showcasing the greatest number of distinctive tokens per topic and the fastest processing time. Notably, 

PAM identifies 87 unique tokens across 10 topics, surpassing LDA Gensim's identification of only 27 

unique tokens. Furthermore, PAM demonstrates remarkable efficiency by swiftly processing 404 

documents within an incredibly short span of 0.000118970870 seconds, in contrast to LDA Gensim's 

considerably longer processing time of 0.368770837783 seconds. Ultimately, PAM emerges as the 

optimum method for digital health research's topic modeling, boasting unmatched efficiency in analyzing 

extensive digital health text data.  
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 I. INTRODUCTION 

 The automatic, exploratory examination and modeling of massive data repositories is known 

as Knowledge Discovery in Databases (KDD). KDD is the systematic process of locating reliable, 

unique, practical, and intelligible patterns in big data and complicated data sets. Technology 

development has made it more affordable to gather vast amounts of data through data collection 

channels. People are beginning to understand that a substantial amount of data can provide 

valuable knowledge that can inform decision-making. For many sophisticated data studies, an 

online analytical processing (OLAP) or basic SQL query may not be adequate. Currently, KDD 

has thus become critically important to modern civilization [1]. 

 Finding reliable, unique, maybe helpful, and eventually intelligible patterns in data is the 

process of knowledge discovery. It entails the difficult extraction of information from data that is 

implicit, unknown, and possibly valuable. Choosing techniques for finding patterns in the data, 

determining which models and parameters might be suitable, looking for patterns of interest in a 

specific representational form or a set of such topics modeling, regression, clustering, and other 

techniques, interpreting mined patterns, and compiling found knowledge are all part of the 

iterative KDD process. Using a database and any necessary preprocessing, subsampling, and other 

techniques, the KDD method aims to extract knowledge from data in the context of big datasets. 

By analyzing and modeling information in a visual format, modeling techniques are frequently 

utilized to uncover new information [1].  

 This study used the knowledge discovery framework (KDF) [2] [3], where we delved into the 

intricacies of comparing two topic modeling [4] techniques (LDA and PAM) within the context 

of digital health [5] [6]. Moreover, employing topic modeling as an analytical method for 

clustering topics within a given corpus [7], LDA and PAM are considered generative probabilistic 

models suitable for such analyses in corpus-like data. LDA utilizes hierarchical Bayesian analysis 

to identify topics within text corpora and determine topic proportions  [8] [9]. Conversely, the 

PAM utilizes a directed acyclic graph to represent and learn topic correlations, providing a more 

flexible and comprehensive approach to capturing topics and word correlations [9].  In addition, 

the KDD also used to substantiate prior claims that the PAM surpasses LDA. The goal is to offer 

valuable insights to aid researchers in selecting the most efficient method for topic modeling in 

digital health research. 

  In the rapidly evolving landscape of digital health research, the quest for valuable insights has 

become increasingly complex and vital. Digital health, encompassing areas such as wearable 

device data, electronic health records [10], and telemedicine [11], has generated an unprecedented 

volume of information. Navigating through this sea of data requires sophisticated analytical 



INTENSIF, Vol.8 No.1 February 2024 

ISSN: 2580-409X (Print) / 2549-6824 (Online) 

DOI: https://doi.org/10.29407/intensif.v8i1.22058 

INTENSIF: Jurnal Ilmiah Penelitian dan Penerapan Teknologi Sistem Informasi 113 

 

methods to uncover meaningful patterns, trends, and insights. This research was employing a 

KDF [3][12][13] to compare and contrast different approaches to topic modeling[7]. According 

to the previous research, the KDF has been applied to encounter topic modeling such detecting 

terrorism [14], multi-agent systems [15], predicting wastewater [3], corporate bankruptcies [16], 

genderless fashion [17], bioinformatics [18], even music radio [2].  

  Digital health, known as telehealth, is a technological advancement focused on addressing 

health issues by offering long-distance health services using information technology and 

communication [11]. Its utilization is on the rise annually, encompassing a variety of health 

services such as diagnosis [6], prevention, treatment [19], and lifestyle enhancements [20] [17]. 

However, despite the increasing adoption of digital health, especially in Asia, research in this 

field encounters several challenges. The complexity arises from the vast diversity of topics and 

the inherent complexities associated with implementing these technologies, which are relatively 

unfamiliar to the general public [7]. To aid researchers in selecting relevant and popular topics, a 

digital health function mapping has been developed to assist in decision-making regarding 

research focus [21]. 

  By adopting a KDF, we aim to not only assess the effectiveness of various topic modeling in 

digital health, but also to reveal nuanced insights that may have otherwise remained hidden. As 

we embark on this intellectual journey, our goal is to contribute to the refinement of 

methodologies in digital health research, offering a nuanced understanding of the strengths and 

limitations of different topic modeling approaches [22]. Through this KDF and comparative 

analysis, we aspire to empower researchers, practitioners, and stakeholders in the digital health 

domain with the knowledge needed to make informed decisions and drive advancements in the 

field. 

 II. RESEARCH METHOD 

 This study used the KDF [3][14][23][24], that provides a systematic and structured approach for 

uncovering valuable insights and patterns from large datasets following the phases (Fig. 1):  

 

Fig 1. The Knowledge Discovery Framework Phases 
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A. Data Collection [24]: Identify and gather relevant datasets from digital health sources. This 

step involves acquiring structured or unstructured data that aligns with the research objectives.  

B. Data Preprocessing [25]: Cleanse and preprocess the data to ensure its quality and suitability 

for analysis. This may include handling missing values, normalizing data, and transforming 

it into a format suitable for analysis.  

C. Exploratory Data Analysis (EDA) [26] [27] [28]:  Conduct exploratory data analysis to gain 

initial insights into the dataset. Visualizations and statistical summaries can aid in 

understanding the distribution of data and identifying potential patterns.  

D. Knowledge Representation [29][30]: Choose an appropriate representation for the data. In the 

context of topic modeling, this step might involve transforming textual data into a format 

suitable for the selected modeling techniques.  

E. Modeling Techniques [4]:  Implement and compare different topic modeling techniques 

include algorithms LDA and PAM. Evaluate the performance of each technique in uncovering 

meaningful topics.  

F. Evaluation Metrics [31][32]: Define and use appropriate evaluation metrics to assess the 

effectiveness of each topic modeling technique. Common metrics include coherence, 

perplexity, or other domain-specific measures.  

G. Interpretation of Results [12]:  Interpret the results of the topic modeling techniques and 

compare their outcomes. This step involves extracting meaningful insights and patterns that 

contribute to answering the research questions of topic modeling in digital health.  

H. Knowledge Integration [33][34]: Integrate the discovered knowledge into the broader context 

of digital health research. Relate findings to existing literature and theories, highlighting the 

implications for the field.  

  Documentation and Communication: Document the entire process, including methodologies, 

results, and insights. Communicate findings effectively through reports, visualizations [35], or 

presentations to share knowledge with relevant stakeholders. Adapting this framework will 

involve tailoring each step to reveal the most topic research intensive in digital health research. 

 III. RESULT AND DISCUSSION 

 A. Data Collecting 

 Text documents that were scraped from open source online journals like journals.sagepub.com, 

ejournal.unisayogya.ac.id, and sinta.kemdikbud.go.id/ serve as the study's data source. The terms 

"digital health," "e-health," "modern health," etc. were utilized in the document selection process. 

During the Python scraping procedure [27], 443 documents were gathered into Mendeley Desktop 
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Tools. Due to their comprehensiveness, 404 documents were found to be appropriate study 

material; the remaining documents were excluded due to inaccurate information, such as missing 

the publication year or description. Following data collection, the documents will have their titles, 

years, and descriptions converted to CSV format. Table I presents the final document summary. 

Table 1. Final Documents Summary 

Publish Year Article’s Summary 

2018 42 

2019 36 

2020 166 

2021 125 

2022 35 

TOTAL 404 

 

B. Data Preprocessing 

  First, Punctuation Removal, this procedure to eliminate punctuation marks within the data, 

including symbols like commas (,), backslashes (), periods (.), and others. The resulting outcome 

can be observed into: 1) Before, Drug-Drug Interaction (DDI) alert overrides, or the practice of 

users clicking past alerts without acting on recommendations, have been the subject of numerous 

studies. These studies have focused on a number of issues, including the appropriateness of alert 

overrides, variations in override rates among physicians, patient cohorts, and contexts (such as 

departments), and the harm that can result from patients overriding alerts. Then, 2) After, 

numerous studies have examined DDI alert overrides, which occur when users click past alerts 

without following recommendations. Of particular interest are differences in override rates among 

patient cohorts of physicians and contexts (such as departments), the appropriateness of alert 

overrides, and the harm that results from patients overriding alerts. 

 Second, Lowerization, it is converting uppercase letters to lowercase. The outcome is 

displayed into: 1) Before, numerous research endeavors have focused on the overrides of DDI 

alerts, specifically examining differences in override rates among physicians' patient groups and 

settings, the validity of these overrides, and the resulting patient harm caused by dismissed alerts. 

Then, 2) After, numerous research studies have explored the phenomenon of DDI alert overrides, 

wherein users dismiss alerts without implementing the provided recommendations. These studies 

have specifically examined the differences in override rates across physicians' patient groups and 

various contexts, such as different departments, assessing the validity of these overrides and the 

resulting harm to patients when alerts are disregarded. 
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 Third, Stopword Removal, the elimination of stopwords involves removing common words 

like "and," "of," "then," etc., from the text. The outcome of this procedure is depicted into: 1) 

Before, Numerous research studies have delved into the phenomenon of DDI alert overrides, 

wherein users bypass alerts without following the recommended actions. These studies focus on 

understanding the variances in override rates across physicians' patient groups and diverse 

contexts (e.g., departments), assessing the suitability of these overrides, and examining the 

resulting harm to patients when alerts are ignored. Then, 2) After, Numerous studies have 

explored the phenomenon of DDI alert overrides, which involve users bypassing alerts without 

taking recommended actions. These studies specifically examine the differences in override rates 

among physicians' patient groups within various contexts (e.g., departments), evaluating the 

appropriateness of alert overrides and the subsequent harm to patients when alerts are disregarded. 

Below is an array containing 30 sample data entries that represent the overall outcome of 

preprocessing: ['accelerating', 'academiaedu', 'analysing', 'apa', 'citation', 'cite', 'chicago', 

'downloaded', 'formation', 'get', 'health', 'international', 'mla', 'patterns', 'public', 'pulmonary', 

'rainfall', 'research', 'related', 'spatial', 'visual', 'hendra', 'rohman', 'science', 'paper', 'styles', 

'tuberculosis', 'papers', 'world'] 

C. Exploratory Data Analysis (EDA) [36]: Calculating Coherence Score 

  In this phase, the selection of the number of topics is based on the coherence score. The 

processing weighting of word analysis using Term Frequency-Inverse Document Frequency 

technique to reduce unnecessary words, vocabulary and eliminating noise [22]. which indicates 

the model's capacity to present data in a comprehensible manner for humans. A higher coherence 

score signifies better performance. The coherence score is derived through LDA Gensim training 

across various topic numbers, namely 8, 10, 13, 15, 20, and 25 (Fig. 2). We decided to take 10 

after this processing. Refer to [37], which stated, that “stability analysis using topic coherence 

and the Xie-Beni statistic also favored large models (K = 100 topics)”.  

 

Fig 2. Result of Coherence Score Calculation  
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D. Knowledge Representation  

  According to the data illustrated in Figure 2, the optimal choice for the number of topics is 10, 

achieving a coherence score of 0.293. The other knowledge representation as visual shows on Fig 

4. 5, and 6. 

E. Modeling Techniques LDA and PAM 

  According to [38], modeling technique has four aspects, i.e., neural, fuzzy, algebraic, and 

probabilistic. LDA is mostly preferred and applied to paper research [7][22][31][39][40]. The 

flowchart demonstrates the step and process of LDA and PAM for topic modeling (Fig. 3). In this 

research, we employ two distinct Python libraries for implementing LDA [21]: Gensim and 

Tomotopy. The discrepancy between these two libraries lies in the functions they utilize.  

 F. Evaluation Metrics 

  The extension process in Gensim operates in a streamed manner, implying that the training of 

documents occurs sequentially rather than randomly. Additionally, Gensim operates within 

constant memory constraints, enabling the processing of documents larger than the available 

RAM size. Meanwhile, LDA with Tomotopy Extension, is an extension for topic modeling that 

relies on Gibbs Sampling methodology [4]. It optimizes speed by leveraging the vectorization 

capabilities of contemporary CPUs. This extension is versatile and applicable not only for LDA 

but also for various other topic modeling methods including PAM [9], Advanced LDA, and 

Hierarchical Dirichlet Processes (HDP) [4][21].  The Tomotopy extension was employed to 

execute the PAM, similar to its utilization in an LDA model. The output from the PAM model 

will showcase details such as word distribution within sub-topics and the distribution of sub-

topics across super-topics. According to [37] it is ideal if a few model evaluation criteria identify 

mid-sized topic models (25 ≤ K ≤ 75). Even human judgment indicated that mid-sized topic 

models provided evocative, low-dimensional summaries of the corpus. We agree with [41] 

[26][42] and [41] that several studies on various topics have shown that there is no single metric 

to validate clustering results, and metric performance suffers significantly when there is noise or 

overlap across clusters.    
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Latent Dirichlet Allocation Flowchart 

 

Pachinko Allocation Models Flowchart 

Fig 3. Modeling Techniques Flowchart  

  The procedure (Fig. 3) for how LDA and PAM work is as follows:  (1) document collected 

from various resources research database;  (2) define and initialize several parameters,; in LDA, 

the most important parameter is the number of topics, including the number of documents, topics, 

and iterations; (3) the topics will be separated into words for 1 to n and it process iterations, 

singular for LDA and parallel for PAM (Fig. 3); (4) assign words to certain topics randomly 

according to LDA and PAM distribution; (5) Observe words and repeat each process flow for all 

words in the corpus. Parameters used during the process of LDA and PAM calculations are as 

follows: (a) Random state: 100; (b) Update Every: 1; (c) Chunk Size: 10; (d) Passes: 10; (e) Alpha: 

Symmetric; (f) Iterations: 100; (g) Per Word Topics: True. Finally, in determining the number of 

measuring instrument topics, we used coherence value. 

G. Interpretation of Results 

The word cloud presents the frequency distribution of words within each topic, utilizing the data 

output showcased which visualization (Fig. 4).  
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Fig 4. LDA Gensim Topic Word cloud  

 Figure 4 illustrates the top 10 words that appear most frequently within each topic. For instance, 

in Topic 0, the word "patients" is the most frequently occurring. The program execution time is 

measured during runtime, where, for LDA Gensim, it requires 0.368770837783 seconds to 

process 404 documents and generate the topic models. The assignment of topics to the respective 

documents is also conducted. According to the data displayed, it is evident that Topic Number 2 

occupies or defines Document 0 with a portion of 0.993, which represents 99.3% of the document.  

  The output of the word cloud generated by LDA Tomotopy is presented in Figure 5. The 

processing time required for running LDA with the Tomotopy extension is 0.0001575946807 

seconds. 

     

     

Fig 5. LDA Tomotopy Topic Word cloud  

  The output from the PAM model will showcase details such as word distribution within sub-

topics and the distribution of sub-topics across super-topics (Fig. 6). Figure 6 displays the word 

cloud alongside the visual representation of the percentage for the 10 most frequently occurring 

words within each topic derived from the PAM output. The execution time is 0.000118970870 



INTENSIF, Vol.8 No.1 February 2024 

ISSN: 2580-409X (Print) / 2549-6824 (Online) 

DOI: https://doi.org/10.29407/intensif.v8i1.22058 

 

120 INTENSIF: Jurnal Ilmiah Penelitian dan Penerapan Teknologi Sistem Informasi 

 

seconds. Refer to [37], validation that is used in topic model selection and evaluation, in which 

subject matter experts and data scientists iteratively review learned topic models and subjectively 

determine an appropriate fitting model for the corpus at hand, is frequently criticized for lacking 

empirical rigor, and advocates frequently suggest using one of the potentially many available 

topic model quality indices to guide model selection. 

     

     

Fig 6. Pam Topic Word Cloud  

H. Knowledge Integration, Documentation, and Communication  

  The results depicting the topic distribution for documents across years (Fig. 7). The data 

portrayed in highlights Prevention as the consistently dominant topic, followed by treatment as 

the second most prevalent. In contrast, diagnosis and Lifestyle seem to be less frequently 

addressed topics. However, it's important to acknowledge a potential bias in document 

distribution, notably with a majority of publications focused on the years 2020 and 2021. Despite 

this discrepancy, the chart remains informative, providing insights into prevailing topics. Future 

studies might benefit from a more equitable distribution of documents across publication years, 

enabling a fairer comparison and enhancing result accuracy. 

 

Fig 7. Mapping of Topics to Document Across Year 
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  From the data presented in Tabel 2, it's evident that PAM exhibits the highest number of unique 

tokens among the compared methods. Conversely, LDA Gensim demonstrates the fewest unique 

tokens, displaying repeated words across different topics. The presence of repeated tokens within 

topics can impact topic diversity; higher uniqueness in tokens enhances topic reliability. It also 

highlights the notable performance of the PAM in terms of execution time, efficiently processing 

404 documents in 0.000118970870 seconds. In contrast, the LDA Gensim model records the 

longest execution time of 0.368770837783, showcasing the least favorable performance in terms 

of processing speed among the models compared. This is reinforced by [43],  the best timing to 

apply the LDA approach depends on the particular situation in which it is being employed. The 

LDA performance is affected by the best number of topics to choose and other model parameters, 

including the Dirichlet prior parameters. In practice, the number of topics should be selected with 

a high degree of topic separation and good prediction capacity. As a result, the best time to use 

the LDA approach varies depending on the particular activity and the environment in which it is 

being used.  Next by [44], the best time to use the PAM also depends on the particular application 

and the available computational resources. It is renowned for its capacity to represent topic 

connections and for offering greater expressive freedom and power in comparison to other 

methods like LDA. Also refer to [45], “the total training time for the NIPS dataset (as described 

in Section 3.2) is approximately 20 hours on a 2.4 GHz Opteron machine with 2GB memory”. 

Table 2. Model Comparison 

Parameter 
Measurement 

LDA Gensim LDA Tomotophy PAM 

Unique Token 27 71 87 

Execution 

Time(s) 
0. 368770837783 0.000157594680 0.000118970870 

 IV. CONCLUSION 

  Through experiments using the Knowledge Discovery Framework, topic modeling—a useful 

method for grouping topics within a corpus—was carefully assessed and proven. The results 

clearly show that the Pachinko Allocation Model (PAM) outperforms other approaches in topic 

modeling, as seen by the speed of execution and the uniqueness of words in each subject.  The 

result shows that the best time for LDA is 0.368770837783 seconds for 404 documents to process 

and generate the topic models. Meanwhile, as for PAM, the execution time is 0.000118970870 

seconds. For each topic modeling, we have displayed the word cloud as a visual representation of 

the knowledge for the 10 most frequently occurring words within each topic derived from the 

LDA and PAM output.  Moreover, our word cloud results were examined across multiple models. 
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Document the entire process, including methodologies, results, and insights. Furthermore, based 

on the result of knowledge integration, it will provide and rise into new knowledge and enrich the 

sharing of knowledge with others. Adapting this framework will involve tailoring each step to the 

nuances of comparing topic modeling techniques in digital health research. 

  Future Suggestions for Research: Future study in this area should concentrate on improving 

pre-processing methods to lessen the frequency of repeated words in different formats and 

increase token uniqueness. Furthermore, the completeness and correctness of the findings can be 

greatly enhanced by streamlining the document distribution process during data scraping, 

particularly when it comes to the annual release of documents. Simplifying the analysis and 

increasing the usefulness of topic modeling. 
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