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Abstract—Background: The increasing dropout rate in Indonesia poses significant challenges to the 

education system, particularly as students advance through higher education levels. Predicting student 

attrition accurately can help institutions implement timely interventions to improve retention. Objective: 

This study aims to evaluate the effectiveness of the Random Forest and XGBoost algorithms in predicting 

student attrition based on demographic, socioeconomic, and academic performance factors. Methods: A 

quantitative study was conducted using a dataset of 4,424 instances with 34 attributes, categorized into 

Dropout, Graduate, and Enrolled. The performance of Random Forest and XGBoost was compared based 

on accuracy, specificity, and sensitivity. Results: Random Forest achieved the highest accuracy at 80.56%, 

with a specificity of 76.41% and sensitivity of 72.42%, outperforming XGBoost. While XGBoost was 

slightly less accurate, it remained a competitive approach for student attrition prediction. Conclusion: The 

findings highlight Random Forest's robustness in handling extensive datasets with diverse attributes, 

making it a reliable tool for identifying at-risk students. This study underscores the potential of machine 

learning in addressing educational challenges. Future research should explore advanced ensemble 

techniques, such as the Ensemble Voting Classifier, or deep learning models to further enhance prediction 

accuracy and scalability.  
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 I. INTRODUCTION 

  Ensuring access to high-quality education is a fundamental entitlement for all individuals. The 

attainment of education exhibits a strong positive correlation with an individual's prospective 

achievements, owing to its influence on occupational opportunities and an enhanced standard of 

living [1][2]. The prioritization of enabling students to successfully complete their academic 

pursuits is of utmost significance for educational establishments [3]. The school dropout rate in 

Indonesia has an upward trend in correspondence with the progression of educational levels [4]. 

The factors contributing to students' inability to successfully complete their studies encompass a 

range of elements, such as inadequate academic aptitude, entry age, grades, and other related 

issues [5][6]. The precise and timely identification of students at risk is a crucial factor in 

mitigating school dropout rates [7]. Hence, it is imperative for educational institutions to 

proactively address the issue of student attrition by including a predictive system. 

  The application of machine learning techniques enables the effective management of 

educational data through the process of categorising data into discernible information and 

generating valuable insights to support decision-making [8]. Machine learning is a methodology 

that educational institutions can employ to proactively identify students who are at risk of 

discontinuing their studies [9]. Numerous scholarly investigations have delved into this subject 

matter [10][11]. A study was conducted to investigate the phenomenon of student attrition at 

different educational levels, encompassing both secondary education (specifically high school) 

[12] and tertiary education (specifically university) [13]. The sources of data utilised in this study 

exhibit variation, encompassing student performance on Massive Open Online Courses (MOOCs) 

[14], electronic courses (e-courses) [15], and data from institutional academic systems [16]. 

Previous research on student dropout in Germany was undertaken by Kemper [17]. In Kemper’s 

study, two techniques, namely logistic regression and decision trees, were employed to predict 

student dropout. The researchers discovered that the most significant variables in forecasting 

student attrition were performance on the examination (passing or failing) and the grade point 

average. In a previous study, Cannistra [18] found that the initial academic attainment and 

performance were the key factors influencing the outcomes. 

  These diverse research offer varying perspectives on the prediction of student attrition. This 

study will utilise a dataset comprising information from several organisations encompassing a 

range of disciplines including agronomy, design, education, nursing, journalism, management, 

social services, and technology. In addition to this, the present research diverges from other 

studies in its use of algorithms. The algorithms employed in this study encompass Random Forest 
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and XGBoost. The objective of this study is to evaluate the efficacy of the Random Forest and 

XGBoost algorithms in forecasting dropping students. 

 II. RESEARCH METHOD 

  This study aims to investigate the correlation between demographic data, socioeconomic 

characteristics, and academic performance information by employing a classification system. 

Subsequently, a model was devised with the capability to discern student risk factors associated 

with dropout and implement timely interventions aimed at enhancing student retention rates. The 

research process diagram stage is displayed in Figure 1 

 

Fig 1. Research Stage 

A. Data Collection 

  This study utilizes the “Predict students' dropout and academic success” dataset obtained from 

Kaggle[19]. The number of instances in the dataset is 4424 instances, 34 input attributes and one 

output attribute with three categories: Dropout, Graduate, and Enrolled (See Table 1). The 

attributes owned by the dataset are Marital status, Application mode, Application order, Course, 

Daytime/evening attendance, Previous qualification, Nacionality, Mother's qualification, Father's 

qualification, Mother's occupation, Father's occupation, Displaced, Educational special needs, 

Debtor, Tuition fees up to date, Gender, Scholarship holder, Age at enrollment, International, 

Curricular units 1st sem (credited), Curricular units 1st sem (enrolled), Curricular units 1st sem 

(evaluations), Curricular units 1st sem (approved), Curricular units 1st sem (grade), Curricular 

units 1st sem (without evaluations), Curricular units 2nd sem (credited), Curricular units 2nd sem 

(enrolled), Curricular units 2nd sem (evaluations), Curricular units 2nd sem (approved), 
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Curricular units 2nd sem (grade), Curricular units 2nd sem (without evaluations), Unemployment 

rate, Inflation rate, GDP, Target. 

Table 1. Sample Data [19] 

Marital status 
Application 

mode 

Application 

order 
Course … 

Previous 

qualification 

Target 

1 8 5 2 … 1 Dropout 

1 6 1 11 … 1 Graduate 

1 1 5 5 … 1 Dropout 

1 8 2 15 … 1 Graduate 

2 12 1 3 … 1 Graduate 

B. Data Pre-Processing 

1. Data Cleansing 

  Data cleansing and transformation are essential components of the data pre-processing phase. 

During this step, the process involves the removal of undesirable data and the rectification of 

missing values, or NA values[20]. Next, we proceed to eliminate a small number of erroneous 

and outlier data points that have the potential to introduce errors in our prediction models. 

2. Feature Selection 

  A correlation matrix is used to identify the most relevant attributes by analyzing the 

relationships between features and the target variable. Features with low correlation to the target 

variable are considered less impactful and are removed from the dataset[21]. This process helps 

eliminate redundant or irrelevant attributes, improving model performance and reducing 

computational complexity. By focusing on highly correlated features, the predictive accuracy of 

the model is enhanced. As a result, the number of features is reduced to 25, retaining only the 

most significant variables for student dropout prediction. 

C. Classification Method 

  This study uses the Random Forest and XGBoost classification techniques to identify students 

who indicate greater chances of discontinuing their education. The Random Forest algorithm is a 

powerful ensemble technique that can effectively handle both regression and classification tasks. 

It achieves this by utilizing several decision trees and employing a method known as Bootstrap 

and Aggregation, which is generally referred to as bagging. The fundamental concept underlying 

this approach is to aggregate many decision trees to decide the ultimate output, as opposed to 

depending solely on individual decision trees[22].  

  The Random Forest algorithm utilizes a collection of decision trees as its basis learning 

models. Row sampling and feature sampling are performed randomly on the dataset to create 

sample datasets for each model. The algorithm under consideration exhibits a high level of user-

friendliness and robustness about the training data, particularly when compared to the decision 
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tree. The fundamental concept behind this approach is to aggregate the outputs of many decision 

trees to decide the final prediction, rather than relying on a single tree. The final classification in 

Random Forest is determined through majority voting, as given in Equation (1):  

�̂� =
mode

{ℎ1(𝑥), ℎ2(𝑥),… , ℎ𝑛(𝑥)}  (1) 

where: 

• �̂� is the predicted class, 

• ℎ1(𝑥) represents the individual decision tree predictions, 

• 𝑛 is the total number of decision trees in the forest. 

For regression tasks, the final prediction is obtained by averaging the outputs of individual 

trees, as shown in Equation (2): 

�̂� =
1

𝑛
∑ ℎ𝑖(𝑥)
𝑛
𝑖=1

  (2) 

Additionally, feature importance in Random Forest is often determined using Gini 

Importance, which is calculated as follows (Equation (3)): 

𝐼𝐺(𝑓) = ∑ 𝑝𝑡𝑡∈𝑇 ⋅ Δ𝐺𝑡(𝑓)  (3) 

where: 

• 𝐼𝐺(𝑓) represents the importance of feature (𝑓), 

• 𝑝𝑡 is the probability of reaching node 𝑡, 

• Δ𝐺𝑡(𝑓) is the decrease in Gini impurity due to the feature (𝑓). 

 

  Meanwhile, the XGBoost method is a highly optimized and distributed gradient boosting 

library that has been specifically created to facilitate efficient and scalable training of machine 

learning models. The ensemble learning technique under consideration is a methodology that 

integrates the predictions of numerous weak models to get a more robust and accurate forecast. 

XGBoost, short for "Extreme Gradient Boosting," has gained significant popularity and 

widespread adoption as a machine learning algorithm. This can be attributed to its capability to 

effectively handle extensive datasets and its remarkable performance in various machine learning 

tasks, including classification and regression, often surpassing existing benchmarks. 

  One of the primary advantages of XGBoost is its effective management of missing values, 

enabling it to handle real-world datasets containing missing values without necessitating 

extensive preprocessing steps. Moreover, XGBoost possesses inherent capabilities for parallel 
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processing, hence enabling the training of models on extensive datasets within a feasible 

timeframe[23]. 

The objective function in XGBoost consists of a loss function and a regularization term, as 

defined in Equation (4): 

ℒ = ∑ 𝑙(𝑦𝑖 , 𝑦�̂�)
𝑛
𝑖=1 + ∑ 𝛀(𝑇𝑘)

𝐾
𝑘=1  (4) 

where: 

• 𝑙(𝑦𝑖 , 𝑦�̂�) is the loss function measuring the difference between actual and predicted 

values, 

• Ω(𝑇𝑘) is the regularization term to control model complexity, 

• 𝐾 represents the total number of trees. 

 

The model is updated using gradient boosting, where the weight of each tree is determined 

by minimizing the second-order approximation, as shown in Equation (5): 

𝑔𝑖 =
𝜕𝑙(𝑦𝑖,𝑦�̂�)

𝜕𝑦�̂�
,  ℎ𝑖 =

𝜕2𝑙(𝑦𝑖,𝑦�̂�)

𝜕𝑦𝑖
2̂

  (5) 

where: 

𝑔𝑖 and ℎ𝑖 are the first and second-order gradients of the loss function, respectively. 

  One of the key advantages of XGBoost is its ability to handle missing values by learning the 

optimal split direction for missing data, which significantly reduces the need for extensive 

preprocessing. Furthermore, XGBoost supports parallel processing, allowing for efficient training 

on large datasets within a feasible timeframe. 

D. Performance Evaluation 

  The models are evaluated using a confusion matrix, assessing accuracy, sensitivity, and 

specificity. The dataset is split into training (80%) and testing (20%) sets to prevent overfitting. 

To assess the performance of a model, the confusion matrix combines predicted values from the 

model with actual values extracted from observed data. True positive (TP), true negative (TN), 

false positive (FP), and false negative (FN) are the four values comprising the confusion 

matrix[24][25]. The applied model in this study utilizes a number of performance measurement 

metrics, including precision, sensitivity, and specificity. By calculating the ratio of accurate 

predictions (true positives and true negatives) to the total number of samples, one can determine 

the accuracy. The sensitivity metric is employed to assess the degree of precision in true positives, 

or positive class predictions. When attempting to reduce the occurrence of false negatives 
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(positive cases that are erroneously classified as negative), this metric is crucial. In the interim, 

specificity quantifies the degree of precision exhibited by predictions of negative classes (true 

negatives). The formula utilized to determine accuracy, sensitivity, and specificity is denoted as 

(6), (7), dan (8). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁

  (6) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃+𝐹𝑁

  (7) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁+𝐹𝑃

  (8) 

Where: 

TP (True Positive) – The number of correctly classified positive instances.  

FN (False Negative) – The number of actual positive instances incorrectly classified as negative. 

FP (False Positive) – The number of actual negative instances incorrectly classified as positive. 

TN (True Negative) – The number of correctly classified negative instances. 

  

 III. RESULT AND DISCUSSION 

  In this research, we created a prediction model using the RF and XGBoost methods. Before 

making predictions, we carry out feature selection on the “Predict students' dropout and academic 

success” dataset. Feature selection is carried out using a correlation matrix to determine the 

relationship between features and targets[21]. With the correlation matrix, you can find out the 

correlation value between attributes in the “Predict students' dropout and academic success” 

dataset. The correlation value is used to determine which columns to delete based on low 

correlation with the target variable ('Target'). 

  After eliminating several variables that had low correlation, 25 attributes were obtained that 

met the criteria. Next, a data-splitting step is carried out before applying the RF and XGBoost 

algorithms. Data splitting is intended to divide training data and test data. Data splitting uses an 

80:20 composition, with 80% training data and 20% test data[26]. We use a ratio of 80:20 to avoid 

overfitting in the model used.  
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(a) (b) 

Fig 2. Confusion Matrix (a) Random Forest; (b) XGBoost 

  This research uses the RF and XGBoost methods to predict student dropout. The prediction 

results from the two methods are then evaluated using a confusion matrix. The results of the 

confusion matrix can be seen in Figure 1. Figure 1 (a) shows that the RF algorithm was able to 

predict dropout for 219 out of 284 instances, Enrolled for 69 out of 151 instances, and Graduate 

for 425 out of 450 instances. Meanwhile, Figure 1 (b) is the result of the confusion matrix from 

XGBoost. It can be seen that from 284 instances dropout was successfully predicted according to 

219 instances. Enrolled and Graduated respectively produce 71 of 151 and 409 of 450 instances. 

  Based on the confusion matrix values obtained, accuracy, sensitivity, and specificity can be 

calculated using formulas (6), (7), and (8). After feature selection, the dataset was processed using 

Random Forest and XGBoost. The confusion matrix results indicate that Random Forest performs 

better (see Table 2). It can be seen that the accuracy results from RF are higher compared to 

XGboost, 80.56% for RF and 78.98 % for XGBoost. Random Forest exhibits higher accuracy and 

specificity, making it the superior method for predicting student dropout. 

Table 2. Experimental Result 

Method Accuracy Sensitivity Specificity 
Random Forest 80.56 % 72.42 % 76.41 % 

XGBoost 78.98 % 71.67 % 73.79 % 

  Furthermore, this study is in line with previous research conducted by Sushma[27], Xu[28], 

and Quevedo[29], who also concluded that Random Forest outperforms XGBoost in handling 

certain attributes. Their findings support the results of this study, which show that Random 

Forest's ability to effectively process categorical and numerical features gives it an edge over 

XGBoost in predicting student dropout rates. 
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 IV. CONCLUSION 

  This study demonstrates that machine learning techniques can effectively predict student 

dropout. Among the evaluated methods, Random Forest outperformed XGBoost with an accuracy 

of 80.56%, making it a more reliable option for student attrition prediction. The results indicate 

that Random Forest provides better generalization due to its ability to handle diverse datasets, 

while XGBoost remains a competitive alternative with its optimization capabilities. The 

evaluation metrics, including accuracy, sensitivity, and specificity, reinforce the importance of 

using ensemble learning methods for predicting dropout rates. 
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