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Abstract—The recognition and classification of rice plant diseases require an accurate system to generate 

classification data. Types of rice diseases can be identified in several ways, one of which is leaf 

characterization. One method that has high accuracy in identifying plant disease types is Convolutional 

Neural Networks (CNN). However, the rice disease data used has unbalanced data which affects the 

performance of the method. Therefore, the purpose of this research was to apply data augmentation to 

handle unbalanced rice disease data to improve the performance of the Convolutional Neural Network 

(CNN) method for rice disease type detection based on leaf images. The method used in this research is the 

CNN method for detecting rice disease types based on leaf images. The result of this research was the CNN 

method with 100 epochs able to produce an accuracy of 99.7% in detecting rice diseases based on leaf 

images with a division of 80% training data (2438 data) and 20% testing data (608 data). The conclusion is 

that the CNN method with the augmentation process can be used in rice disease detection because it has 

very high accuracy.   
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 I. INTRODUCTION 

  Indonesia is known as the world's third-largest producer and consumer of rice [1]. Data from 

the Statistics Indonesia shows that around 28 million Indonesians in 2016 were farmers, some 

living below the poverty line [2]. Activities that increase rice productivity will impact millions of 

rice farmers in Indonesia [3]. Farmers are estimated to lose 10 – 30% of their rice yearly due to 

pests and diseases [4]. Knowledge about pests and rice plant diseases significantly increases 

farmers' income [5]. Therefore, it is necessary to develop a system to recognize and classify rice 

plant diseases to help Indonesian rice farmers [6]. The recognition and classification of rice plant 

diseases require an accurate system to generate classification data [7]. Types of rice diseases can 

be identified in several ways, one of which is leaf characteristics [8].  

  Several previous studies have conducted rice disease detection using various approaches, such 

as research [9] using the Random Forest method for medicinal plant disease detection with an 

accuracy of 98.97%, precision 99.42%, recall 98.89%, and F-measure 99.15%. Research [10] 

applies genetic feature selection with the SVM method for variety detection to get an accuracy of 

87.67% and an AUC of 93%. Research [11] uses the Deep Convolutional Neural Network 

(DCNN) method to detect rice disease types with precision 0.962, recall 0, 0.9617, specificity 

0.9921, and F1-score 0.9616. Research [12] uses the CNN method to detect rice disease types as 

much as 4955 data with an accuracy of 96%. Research [13] utilizes deep learning technology for 

apple fruit type detection of as many as 1990 images with an accuracy of 98%. Research [14] 

employs the AlexNet transfer learning method with data as much as 600 images to get an accuracy 

of 91.23%. Research [15] uses feature extraction techniques for detecting rice plant diseases, 

namely bacterial leaf blight, brown spot, and leaf, with an accuracy of 86%. Research [16] uses 

DenseNet121, DenseNet169, and DenseNet201 methods to detect rice plant diseases such as 

bacterial leaf blight, brown spot, and leaf. Accuracy using DenseNet121 was 91.67%, 

DenseNet169 was 90%, and DenseNet201 was 88.33%. The three models require 24 seconds of 

computing time. Research [17] uses the CNN method to classify Oryza sativa rice types with an 

accuracy of 95%. Research [18] used the Gray Level Co-occurrence Matrix (GLCM) method for 

feature extraction in diagnosing rice plant disease types with an accuracy of 90%. 

  Research [19] uses Fuzzy C-Means and Genetics methods for clustering types of rice plant 

diseases with a precision of 65%. Research [20] utilizes the SVN method for detecting rice plant 

diseases based on leaf images with 91.3% accuracy, 90.72% sensitivity, 91.88 specificity, and 

92% precision. Research [21] employs the Convolutional Neural Network method for detecting 

rice plant diseases based on leaf images with an accuracy of 95%. Research [22] uses the VGG16 

method for disease detection in rice plants with an accuracy of 78%. Research [23] uses deep 
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learning methods with data of as much as 33,026 images with 91% accuracy. Research [24] uses 

the XGBOOST method for disease detection in rice plants based on images with an accuracy of 

93%. Research [25] uses the Convolutional Neural Network (CNN) method for disease detection 

in rice with as many as 3355 images with an accuracy of 93%. However, previous research has 

not resolved the problem of unbalanced data on rice diseases which affects the performance of 

the method. 

  Many studies are now being conducted on using Deep Learning technology to diagnose rice 

diseases [26] [27]. This research uses deep learning methods that can be used as a rice-plant disease 

detection technique. This research to implement the deep learning method Convolutional Neural 

Network for detecting rice plant disease types. Research on disease detection in other plants, such 

as tomatoes and chili, has been done, but research on disease detection in rice plants is still small 

[28].  

  Some gaps can be addressed based on problems that have not been resolved by previous 

research, such as (1) the accuracy is still not optimal and can be improved, (2) the dataset of rice 

plant disease types used is unbalanced data, which affects the accuracy of the method.  Therefore, 

the purpose of this research was to apply data augmentation to handle unbalanced rice disease 

data to improve the accuracy of the Convolutional Neural Network (CNN) method for rice disease 

type detection based on leaf images. Unbalanced image data is balanced using data augmentation, 

and the CNN method is used for the classification of rice disease types based on data that has 

been balanced. CNN is used to identify types of plant diseases because it has high accuracy. 

 II. RESEARCH METHOD 

 This research consists of several stages, as seen in Figure 1. 

Acquisition of rice plant disease data

Image Processing :

1. Image Resize

2. Convert to Grayscale

3. Data Augmentation

Model CNN Implementation

Performance Evaluation Based on 

Accuracy

 

Fig 1. Research Flow  



INTENSIF, Vol.8 No.1 February 2024 

ISSN: 2580-409X (Print) / 2549-6824 (Online) 

DOI: https://doi.org/10.29407/intensif.v8i1.21168 

INTENSIF: Jurnal Ilmiah Penelitian dan Penerapan Teknologi Sistem Informasi 31 

 

A. Acquisition of Rice Plant Disease Data 

  Collecting data on rice plants based on leaf images obtained from Kaggle. Rice leaf image 

data is obtained from Kagle with a label of 3 diseases: Bacterial leaf blight, Brown spot, and Leaf 

smut. The data is 120 images, and each disease class consists of 40 images. 

B. Image Processing 

  Image processing proccess, which is used to improve the quality of rice plant leaf images that 

can reduce overfitting and optimize the performance of the CNN model. The techniques used in 

the image processing stage are resizing, converting RGB to grayscale images, and data 

augmentation. Resize image serves to homogenize the size of an image to reduce computation 

time [29]. This research uses an image size of 200 * 200. Changing an RGB image to a grayscale 

image makes the execution time and complexity lower, as the complexity level can affect the 

model's performance in image recognition [30]. Data augmentation is needed to add more data so 

that it is more varied so that the CNN method is more optimal in recognizing rice disease data 

[31]. The data augmentation process uses several techniques so that the augmented data is not 

100% similar to the original data. The augmentation techniques used are Rescale, Shear, Zoom, 

Rotation, and Flip Horizontal like figure 2. 

 

(a) 

 

(b) 

Fig 2. Result Image Grayscale; (a). Image Before Grayscale, (b). Image After Grayscale 

C. Model CNN Implementation 

  Implementing the CNN method for leaf image-based rice plant disease detection using 80% 

training data and 20% testing data. CNN methods generally have convolutional layers, pooling 

layers, and fully connected layer processes in image prediction or classification processes. The 

convolution process extracts features and learns the representation of informative features from 

the input image. The features generated from the convolution process are pooled. The pooling 

layer process reduces the feature space size using the Max Pooling or Average Pooling method 



INTENSIF, Vol.8 No.1 February 2024 

ISSN: 2580-409X (Print) / 2549-6824 (Online) 

DOI: https://doi.org/10.29407/intensif.v8i1.21168 

 

32 INTENSIF: Jurnal Ilmiah Penelitian dan Penerapan Teknologi Sistem Informasi 

 

to reduce computation time. The filter sizes used in the pooling process are usually 2*2 and 5*5. 

Next is the Flatten process. The Flatten process changes the size of the m*n matrix to 1 dimension 

in the form of input vectors. A more precise explanation of the work process of the CNN method 

can be seen in Figure 3. 

 

Fig 3. Work Process of the CNN Method 

D. Performance Evaluation 

  Evaluating the performance of the CNN method for leaf image-based rice plant disease 

detection based on accuracy. Accuracy is used to evaluate the ability of the CNN model to identify 

rice disease classes from the entire rice dataset. The formula used to calculate accuracy is as in 

Equation (1) [32], [33] . 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
        (1) 

 

 III. RESULT AND DISCUSSION 

  Data on rice plant diseases was obtained from the Kaggle site with a total of 120 data and had 

a label of 3 diseases, namely Bacterial leaf blight, Brown spot, and Leaf smut. Each class of rice 

plant disease consists of 40 images per class. The sample data can be shown in Figure 4. The 

dataset that has been collected is then processed. Image processing is essential in improving the 

quality of processed images so that the CNN model is more optimal for predicting rice plant 

diseases. Image processing techniques are resizing, converting to grayscale, and data 

augmentation. Resize image serves to homogenize the size of an image to reduce computation 

time. This research uses an image size of 200 * 200. 

 

 

 

 

 

 
 

Data Augmentation 
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(a) 

 

(b) 

 

(c) 

Fig 4. Sample Dataset; (a). Bacterial Leaf Blight, (b). Brown Spot, (c). Leaf Smut 

  The next step is to convert the RGB image to grayscale. Changing an RGB image to a 

grayscale image makes the execution time and complexity lower, as the complexity level can 

affect the model's performance in image recognition. The further process is data augmentation. 

The amount of data obtained is still tiny, so the data does not vary too much; as a result, the CNN 

method is not optimal in recognizing the data and affects the level of accuracy. Therefore, data 

augmentation is needed to add more data so that it is more varied so that the CNN method is more 

optimal in recognizing rice disease data. The data augmentation process uses several techniques 

so that the augmented data is not 100% similar to the original data. The augmentation techniques 

used are Rescale, Shear, Zoom, Rotation, and Flip Horizontal. The amount of data before and 
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after data augmentation is shown in Table 1. In contrast, the sample data generated by the 

augmentation process is shown in Figure 5. 

Table 1. Total Data on Rice Plant Disease Types Before and After Augmentation 

No Class of Rice Disease Data Original Data Augmentation 

1 Bacterial leaf blight 40 1025 

2 Brown spot 40 1039 

3 Leaf smut 40 982 

 

 

Fig 5. Data Augmentation Process Result 

  Image data of rice plant leaves that have been carried out data augmentation is then detected 

using the CNN method. The CNN method can classify the type of rice plant disease by learning 

the training data pattern. The more training data given, the smarter the CNN method recognizes 

the data pattern. The CNN method, learned from the training data, will then be tested with testing 

data to determine the success rate in detecting the type of rice plant disease. This research uses 

80% training data (2437) and 20% testing data (609). Then, the CNN method process in detecting 

the type of rice plant disease uses the architecture as in Figure 6. 
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MaxPooling Layer 2 
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Fully Connected 

Layer

Result Prediction

End

 

Fig 6. CNN Model Architecture 

 

  Based on Figure 6, the CNN method process in detecting the type of rice plant disease starts 

from the input image of rice leaves measuring 200 * 200. Then convolution is carried out three 

times for feature extraction in the image and reducing features using the Max Pooling method 

three times so that the final size of the feature is 25 * 25. Furthermore, the Flatten process is 

carried out to change the feature size of 25 * 25 into a 1-dimensional vector used as input. In 

Figure 7, the CNN method correctly classified the Bacterial leaf blight class as much as 204 out 

of 205, the Brown spot class was correctly classified as 207 data, and the Leaf smut class was 

successfully classified as 195 data out of 196. Based on Figures 8.a and 6.b regarding the accuracy 

and loss graph of the CNN method for 100 epochs. The greater the number of epochs, the accuracy 

performance increases. Conversely, the greater the number of epochs, the lower the loss rate. The 

difference in accuracy and loss values for each training data and testing data is not too far, this 

indicates that overfitting and underfitting does not occur.    
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  Thus, the CNN method correctly classified as much as 606 data from a total of 608 data so 

that the resulting accuracy was 99.7%. The CNN method is highly accurate inseparable from the 

data augmentation process. Researchers [34][35][36][37] state that the use of data augmentation 

can improve the performance of the method used. The comparison of the findings of this research 

with previous research is shown in Table 2. In Table 2, the proposed method (CNN with Data 

Augmentation) has better accuracy than previous research in detecting rice leaf disease types. The 

proposed method is better than the previous research method because there is an additional data 

augmentation process, so the accuracy of the CNN method is very high like figure 8. 

 

 

Fig 7. Confusion Matrix Results of CNN Method on Rice Plant Disease Detection 

 

(a) 
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(b) 

Fig 8. (a) Accuracy Graph of CNN Method with 100 Epochs, (b) Loss Graph of CNN Method 

with 100 Epochs 

Table 2. Comparison Result of this Research with Previous Research 

No Researcher(s) Methods Case Study Accuracy 

1 Khoiruddin, et al [38] CNN 

Rice Plant 

Diseases 

98% 

2 Primatua, et.al [39] DenseNet 201 83% 

3 Tejaswini, et.al [22] CNN 78% 

4 Ruoling, et.al [23] VGGNet 92% 

5 
Lilis, et.al [18] Gray Level Co-occurrence 

Matrix (GLCM) 

90% 

6 Dwijayana, et.al [40] MobileNetV2 94,6% 

7 
Proposed method Augmented Data with 

CNN 

99,7% 

 IV. CONCLUSION 

  The CNN method has been successfully implemented in detecting the type of rice leaf disease 

with a division of 80% training data and 20% testing data. The CNN method obtained an accuracy 

rate of 99.7% for detecting leaf disease types of rice plants. The CNN method can obtain very 

high accuracy in detecting rice leaf diseases because there is a data augmentation process, so the 

data is more diverse. Future research can perform parameter tuning to obtain optimal parameters 

to improve the performance of the CNN method. Not only that, this research does not resolve the 

noise in the image, so future focused on resolving the noise. 
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