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Abstrak – deteksi dini kanker payudara dengan bantuan komputer telah berkembang sejak dua dekade 

lalu. Kecerdasan buatan menggunakan metode convolutional neural network (CNN) berhasil memprediksi 

gambar mamografi dengan tingkat akurasi tinggi serupa dengan pembelajaran otak manusia. Potensi model AI 

memberikan peluang untuk mengenali kasus kanker payudara dengan lebih baik. Penelitian ini bertujuan untuk 

mengembangkan model AI dengan CNN menggunakan dataset publik DDSM dengan jumlah sampel 1871, terdiri 

dari 1546 gambar untuk pelatihan dan 325 gambar untuk pengujian. Model AI ini memberikan hasil prediksi 

dengan tingkat akurasi yang berbeda-beda. Peningkatan akurasi model AI dapat dilakukan dengan cara 

meningkatkan kualitas gambar sebelum proses pemodelan, menambah jumlah dataset, atau melakukan proses 

iterasi yang lebih mendalam agar model AI dengan CNN memiliki tingkat akurasi lebih baik 

 

 

Kata Kunci — convolutional neural network, deteksi dini, kanker payudara 

 

 Abstract – early detection of breast cancer with computer assistance has developed since two decades 

ago. Artificial intelligence using the convolutional neural network (CNN) method has successfully predicted 

mammography images with a high level of accuracy similar to human brain learning. The potential of AI models 

provides opportunities to spot breast cancer cases better. This research aims to develop AI models with CNN using 

the public DDSM dataset with a sample size of 1871, consisting of 1546 images for training and 325 images for 

testing. These AI models provided prediction results with different accuracy rate. Increasing the accuracy of the 

AI model can be done by improving the image quality before the modeling process, increasing the number of 

datasets, or carrying out a more profound iteration process so that the AI model with CNN can have a better level 

of accuracy. 
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1. INTRODUCTION 

The Breast cancer is the most common cancer found in women worldwide and causes many deaths. New 

cases of breast cancer in 2020 are estimated to reach 19.3 million, and cases are estimated to increase by 47% to 

reach 28.4 million in 2040 [1][2]. Early discovery of breast cancer cases can provide good therapeutic results and 

reduce death rates due to breast cancer [3]. When breast cancer cases are discovered early and localized, the 5-

year survival rate reaches 99% [4]. 

Breast cancer examination can be done with various instruments such as mammography, ultrasound, 

tomography, and magnetic resonance. Mammography is the standard examination for breast cancer and is 

recommended for early detection of this disease [5]. 

Mammogram is a special radiological examination practical for early breast cancer detection. This 

examination uses exposure to X-ray radiation on breast tissue and records it on the film's surface. Mammogram 
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results can show abnormal breast tissue changes that may not yet be physically visible or cause no symptoms [6]. 

Currently, the conventional mammogram method using SFM (screen-film mammography) has developed into 

digital mammography using full-field digital mammography (FFDM) [7]. 

Breast cancer screening in groups of women who are not at risk can be done every two years, while it 

needs to be done every year for women who are at risk. Some risks associated with breast cancer are women, age, 

family history of this disease, hormone therapy, history of early menstruation at a very young age (early menarche), 

late menopause, history of radiation exposure, and history of neoplastic disease, previous, obesity, and others [8]. 

Efforts to detect early breast cancer widely in the female population require a lot of energy and time. 

Suppose we adopt the breast cancer screening method by reading mammography by two radiologists (double-

reading) as is the health standard in Europe and Asia. In that case, this effort will increase health costs.[9][10]. 

On the other hand, screening carried out using mammography still leaves cases of breast cancer that 

cannot be recognized [11][12]. The ability of radiologists to interpret mammography varies— this challenge in 

finding breast cancer cases [13]. Various obstacles in the early detection of breast cancer encourage us to look at 

opportunities to use computer assistance to support the diagnostic process. 

Current developments in new technology in deep learning algorithms provide new opportunities in 

radiology. One of them is deep learning, which allows object recognition or language recognition and interpretation 

through neural networks that work automatically using computer programming languages [14][15][16]. 

 

1.1. Deep Learning and Mammography Images 

 

Mammography interpretation with deep learning programs has succeeded in improving mammography 

analysis. These results are useful for increasing accuracy and more effective breast cancer screening by reducing 

the clinical workload of doctors [17][18][19][20]. 

Breast cancer detection using computer-aided detection (CAD) mammography can help screen breast 

cancer in the community in conditions where there are not enough radiologists to analyze mammography or 

function as support in determining breast cancer diagnoses made by radiologists [21][22] [23][24]. A condition 

that needs to be watched out for is when many false negative mammography assessment results impact the results 

of detecting breast cancer cases in the community [25][26]. 

Developing deep learning mammography research with the emergence of public mammography datasets. 

The Digital Database for Screening Mammography (DDSM), the Mammographic Image Analysis Society 

(MIAS), and INbreast are some sources that provide digital mammography images. They contain a collection of 

mammography image data accompanied by supporting information and can be used for digital mammography 

image research with deep learning algorithms [27][28]. 

Various mammography database sources have varying information. In general, mammography datasets 

refer to standard mammography examination results, which consist of 4 images, namely two projections on each 

side of the breast, namely craniocaudal (CC), which is an image of the breast from top to bottom, and mediolateral 

oblique (MLO) which shows an oblique image of the breast or diagonal [29] as shown in figure 1(a, b). 

 

 

 
 

 

 

 

 

1.a. Right and Left Craniocaudal (CC) 

Mammography ImageS 

 1.b. Right and Left Mediolateral Oblique (MMO) 

Mammography Images 

 
Figure 1. Mammography Image (a,b) [30] 

 

An essential stage in AI research using digital mammography is providing appropriate markers or labels 

(image annotation process). This label is used to provide appropriate characteristics of abnormalities that occur in 

breast tissue that will be identified by the AI model [30]. Abnormalities commonly seen in breast tissue are masses, 

calcifications, architectural distortion, and asymmetry [31][32][33] [34][35]. 
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After labeling, the next stage is to classify digital imaging into the BIRADS category, as shown in table 

1 [30] [36]. 

 

 

Table 1. Classification Using The BIRADS Method for Assessing Mammography Results 

Category 0    Mammography: incomplete 

    Ultrasound and MRI: incomplete 

Category 1   Negative 

Category 2   Benign 

Category 3    Probably benign 

Categoryi 4   Suspicious mammography and ultrasound:  

  Category 4A: Indicates a low level of suspicion of malignancy 

  

Category 4B: Indicates a moderate level of suspicion of 

malignancy 

    Category 4C: Indicates a high level of suspicion of malignancy 

Category 5   Highly indicative of malignancy 

Category 6   Biopsy-confirmed malignancy  

 

The AI system can evaluate digital mammography (DM) like a radiologist. In one study, the AI model showed a 

higher area under the curve (AUC) of 61.4% compared to the radiologists involved [19][37][38][39]. 

1.1.1. Artificial Intelligence, Maschine Learning, and Deep Learning 

AI is a part of computer science that enables computers and computer systems to perform functions that 

normally require human intelligence, such as the ability to understand natural language, make decisions, reason 

and act based on knowledge. The main idea of developing AI is to build a systems that can carry out learning 

process and act like humans [40].  
 

1.1.2. Machine Learning (Machine Learning)  

Machine learning is a subfield of AI that focuses on developing algorithms that allow computers to learn 

from data and make predictions or decisions based on understanding that data. In machine learning, models or 

algorithms are developed to understand patterns and relationships in data so that the models can be used for tasks 

such as classification, regression, clustering, and others. Machine learning is divided into several types, including 

supervised learning, unsupervised learning, and reinforcement learning (incentive-based learning) [41]. 

 

1.1.3. Deep Learning (Learning in Artificial Neural Networks) 

Deep learning is a specialized subfield of machine learning that uses deep artificial neural network 

architectures to process complex data. With deep learning, models can be developed that represent the work of 

brain neurons in layers to analyze complex data [42]. 

Convolutional Neural Network (CNN) is a specific type of deep learning with a deep learning network 

architecture specifically designed for image, image, or object processing tasks and language processing [40][38]. 

CNN mammography images. An illustration of the relationship between artificial intelligence, machine learning, 

and deep learning is shown in Figure 2 [40].  

AI models with CNN have shown promising results in recognizing image patterns. The use of this model 

is increasingly popular in the field of radiology, including the detection of X-ray images in cases of tuberculosis 

[43] and breast tumors [44][42]. 

 

 

1.2. Development the AI Model   

 

In developing the AI model, deep learning with CNN works hierarchically to construct an AI model that 

can deeply recognize patterns in mammography image data. CNN generally consists of layers that play a role in 

the AI model development process. Some layers that are generally involved in the process are [45]: 

 

1.2.1. Input Layer 

The input layer is the first layer in CNN that receives images or input data. The size of the input layer 

corresponds to the image's dimensions to be processed — for example, a color image measuring 224x224 pixels. 
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1.2.2. Convolutional Layer 

This layer is the core of CNN. Each layer has a filter or kernel to extract features from the input image. 

The filter moves across the input image, performs convolution operations, and produces a feature image (feature 

map) containing information about the features found in the image. Multiple convolutional layers may exist in the 

model, each with different filters to identify different levels of features, ranging from edges to more complex 

features. 

 

 
 

 

 

Figure 2. An illustration of the Relationship between Artificial Intelligence, Machine Learning,  

and Deep Learning [40] 

 

1.2.3. Activation Layer 

After the convolution operation, an activation function such as ReLU (Rectified Linear Unit) is 

implemented to each value in the feature map. This layer introduces non-linearity so the model can learn more, 

complex patterns in the data. 

 

1.2.4. Pooling Layer 

The pooling layer reduces the dimensions of the feature map by taking the maximum or average value 

from a group of values in a particular area. This process aims to reduce the number of parameters needed in the 

model, reduce overfitting, and make the feature representation more translation invariant. 

 

1.2.5. Fully Connected Layer 

This layer is located in most of the CNN and consists of whole neurons connected to all the neurons in 

the previous layer. Fully connected layers are used for decision-making and classification, turning increasingly 

abstract feature representations into classification probabilities or relevant output values. 

 

1.2.6. Output Layer: 

The outer layer is the CNN layer that produces the final output, which can be in the form of classification 

or regression values. 

In developing an AI model with a Convolutional Neural Network (CNN), an iterative process is required, 

namely repeated steps taken to train and perfect the model. This process involves several cycles to optimize the 

model [46].  

 

The process of developing an AI model involves the following iterative or iterative learning process, including: 

a. Model Training (training): During the first iteration, the model gets training with the dataset 

containing images and the correct labels. The model will make an initial prediction based on its initial 

weights, and then the error between the prediction and the correct label is measured (usually using a 

loss function). 

AI = artififal intelligence 

ML= maschine learning 

DL = deep learning 
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b. Validation: After the first iteration of training, the model is evaluated on different validation datasets 

to check its performance. The validation process assesses whether the model is good enough or 

requires further adjustments. If the validation result is not good, the model and architecture parameters 

will be adjusted to improve performance. In the next iteration, the above process is repeated in several 

cycles. At each iteration, the model learn continuesly from the training data and refine its 

representation of patterns in the data. This process includes identifying more abstract and complex 

features that may not be detected initially. 

c. Model assessment (testing): After several iterations, the model can be tested on a never-before-

seen test dataset to assess its performance in generalizing to new data. This process continues until the 

model reaches a sufficient level of performance in tasks such as object recognition or image 

classification. The number of iterations required may vary depending on the task's complexity and the 

training dataset's size. The heart of AI model development with CNNs is the process of iteration, 

enabling the model to continuously adapt and enhance its performance through learning from data. 

 

 

1.3. AI Models with CNN 

 

One research team built an AI algorithm model for breast cancer screening using CNN with 

mammography image samples from 270 patients. The research dataset consists of 200 data for training and 70 for 

testing. This model was developed to assess the risk of breast cancer in the coming years with an accuracy value 

of 71.4%. This AI model can potentially assess the risk of developing breast cancer in the short term when negative 

mammography screening results from patients [37]. 

This research develops an AI model with a convolutional neural network (CNN) using samples of breast 

ultrasound images with benign and malignant masses for training and testing the patients. Breast ultrasound 

examination supports mammography image results or sharpens the differentiation between benign and malignant 

lesions. This AI model's results were compared with radiologists' evaluation results. The AI model showed 

equivalent or even slightly better results than the doctors' review [38]. 

Mammography image samples were used in this research to develop an AI model with a convolutional 

neural network (CNN) that classifies benign and malignant mammography lesions. The data used in the research 

comes from the INbreast public dataset. The resulting AI model provides a high level of sensitivity in recognizing 

mammography images and classifying them into two categories (benign and malignant) [39]. 

2. RESEARCH METHOD 

This research received research ethics permission from the Health Research Ethics Commission of 

Poltekkes Kemenkes Jakarta II Jakarta in 2023. This research was carried out to develop AI Models with a 

convolutional neural network (CNN) to classify mammography images into 5 BIRADS categories. Hopefully, the 

new AI models from this research will be able to assess mammography images with BIRADS classification. This 

research uses the public dataset downloaded via kaggle.com (https://www.kaggle.com/datasets/awsaf49/cbis-

ddsm-breast-cancer-image-dataset). 
The data used was 1871, with image samples divided into two sets. The dataset for training is 1546 

images, and the data for testing is 325. The images consist of 3 types: mammography image, cropped 

mammography image, and ROIs (region of interests) mask of mammography. 

The research team developed AI models from existing image samples in this study. This dataset has 

shortcomings, including non-uniform image resolution. The research team used all available datasets. The images 

used are craniocaudal (CC) mammography images and Mediolateral Oblique (MMO) mammography images. The 

dataset already has labels for the mammography images. 

The dataset is arranged in the BIRADS (Breast Imaging Reporting and Data System) score category 

format. The values in BIRADS are interpreted as follows: 1 (negative), 2 (clear findings), 3 (probably benign), 4 

(suspicious abnormality), and 5 (highly suspicious or malignancy). The development of the AI model with CNN 

uses the Python programming language with three neural network layers: input layer, hidden layer, and output 

layer. This AI model uses the Adam optimizer and Stochastic Gradient Descent (SGD) to increase the model's 

accuracy [47][48].  

The AI model output with CNN produces image interpretation in 5 BIRADS categories (1 - 5) and an 

assessment of the level of accuracy. The complete flow of the research activity is shown in figure 3,  the conceptual 

design of AI model in figure 4, and configuration of CNN in the AI models in this study is in table 2.  

 

 

https://www.kaggle.com/datasets/awsaf49/cbis-ddsm-breast-cancer-image-dataset
https://www.kaggle.com/datasets/awsaf49/cbis-ddsm-breast-cancer-image-dataset
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Figure 3. Research Process of AI Models 

 

 

 

Figure 4. Conceptual Design of AI Model with a Convolutional Neural Network (CNN) 
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Table 2. The Configuration of CNN in the AI Models 

Conv2D Layer 

Filters: 32 

Kernel Size: (3, 3) 

Activation: ReLU 

Input Shape: (224, 224, 3) 

MaxPooling2D Layer Pool Size: (2, 2) 

Flatten Layer No additional parameters 

Dense Layer 
Units: 128 

Activation: ReLU 

Output Layer 

Units: Number of classes (determined by the length of 

the label encoder classes) 

Activation: Softmax 

Optimizer 
Adam 

Stochastic Gradient Descent (SGD) 

 

 

In this study, there are 6 (six) AI models using datasets with variations in model development, as 

described in table 3. 

 

Table 3. Characteristics of 6 (six) AI Models 

 

Model Optimizer Parameter(s) 

I Adam 1 image-type 

II Adam 2 image-types 

III Adam 3 image-types 

IV Stochastic Gradient Descent 1 image-type 

V Stochastic Gradient Descent 2 image-types 

VI Stochastic Gradient Descent 3 image-types 

3. RESULT AND DISCUSSION 

The AI models with CNN has been able to interpret images by classifying them in BIRADS categories 

1-5. Some examples of images resulting from AI model interpretation are shown in figure 5: 

 

 

 

b a 
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Figure 5. Image Interpretation Results by the AI Model with CNN (a,b,c) 

 

The AI model assessment results in figure 5 show that image (a) shows inaccurate predictions, and in 

image (b c), the model prediction results are accurate. 

The limitation of this research is that the data used is a database originating from kaggle.com. All data 

was used to develop the AI system without any changes or manipulations to improve image quality, while the 

available images have non-uniform resolution. The available dataset consists of two datasets: the training and 

testing datasets. The six AI models with CNN produced different levels of accuracy: model I (0.3528), model II 

(0.2975), model III (0.2658), model IV (0.3129), model V (0.3067), and model VI (0.3221). As shown in figure 

6, the training accuracy of the AI models gradually increased with close to 1.0 accuracy. Whilst testing accuracy 

topped at around 0.3. 

 

 

Figure 6. Training Accuracy vs Validation Accuracy 

 

Image with good quality will increase the level of model accuracy. This process is generally done at the 

preprocessing stage. At the training stage, iteration is carried out to improve model accuracy [46] or with specific 

methods, for example, block-based image segmentation in the model input process [49]. 

 

 

 

 

c 
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4. CONCLUSION  

 
Developing an AI model with CNN using the public dataset with a sample size of 1871 images provides 

prediction results with different accuracy rate of AI models. The accuracy of the AI models between 0.2658 - 

0.3528.   

5. SUGGESTIONS 

Increasing the accuracy of the AI model can be done by improving the image quality before modeling, 

increasing the number of datasets, or carrying out a more profound iteration process so that the AI model with 

CNN can have a better level of accuracy. 
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